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I have finished about 6papers written for the 2 years project. It is impossible to put all the

papers in the file., so just put 3 papers in.

USING VSI EWMA CHARTS TO MONITOR DEPENDENT PROCESS STEPS
WITH INCORRECT ADJUSTMENT

Su-Fen Yang  Yi-Ning Yu
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e-mail:yang@nccu.edu.tw

ABSTRACT

The article considers the variable process control scheme for two dependent process
steps with incorrect adjustment. Incorrect adjustment of a process may result in shifts in
process mean, ultimately affecting the quality of products. We construct variable
sampling interval (VSI) EWMA, and EWMA, control charts to effectively monitor the

quality variable produced by the first process step with incorrect adjustment and the quality
variable produced by the second process step with incorrect adjustment. The performance
of the proposed VSI control charts is measured by the adjusted average time to signal
(AATS) derived using a Markov chain approach. An example of the automobile braking
system with incorrect adjustment shows the application and performance of the proposed
VST EWMA, and EWMA, control charts in detecting shifts in process mean.

Furthermore, the performance of the proposed VSI. EWMA, and EWMA, control charts
and the fixed sampling interval (FSI) EWMA, and EWMA, control charts are

compared by numerical analysis results. These demonstrate that the former is much faster
in detecting small and median shifts in mean. The optimum VSI EWMA, and EWMA,

control charts are also proposed using optimization technique when quality engineers
cannot specify the values of variable sampling intervals. It has been found that the optimum
VSI EWMA, and EWMA, control charts always work better than the VSIEWMA,

and EWMA, control charts.

Key words: Control charts; dependent process steps; incorrect adjustment; Markov chain.

1. INTRODUCTION

Control charts are important tools in statistical quality control. They are used to
effectively monitor and determine whether a process is in-control or out-of-control. A
common problem in statistical process control is process adjusted unnecessarily (or
overadjustment of a process) (see Deming, 1982) due to incorrect use of control chart by
the operator or since the only information about the state of the process is available through

sampling. A process requires adjustment, when a control chart indicates that it is out of
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control. However, the process may be adjusted unnecessarily, when a false alarm occurs.
Woodall (1986) noted that the effect of overadjustment is a quite significant increase in
variability of the quality characteristic. Collani and Saniga (1994) proposed an adjustment
model for they control chart with a single special cause that considers the effects of
process with incorrect adjustment from economic viewpoint. Their model determines the
optimal design parameters of the 3~ control chart which maximize the profitability of the
process. Yang and Yang (2004) addressed the economic adjustment model for 3~ control

chart with multiple special causes.

However, the above papers, even Shewhart X control charts, always monitor a
process by taking equal samples of size at a fixed sampling interval (FSI), they are usually

slow in signaling small to moderate shifts in the process mean. Consequently, several

alternatives have been developed to improve the performance of X control charts in
recent years. One of the useful approaches to improve the detecting ability is to use a
variable sampling interval (VSI) control chart instead of the traditional FSI. Whenever
there is some indication that a process parameter may have changed, the next sampling
interval should be shorter. On the other hand, if there is no indication of a parameter change,
then the next sampling interval should be longer. There have been several alternatives
developed to improve this problem in recent years (see Tagaras (1998)).

The exponential weighted moving average (EWMA) control chart is a very effective
alternative to the Shewhart control chart when small process shifts are of interest. The
properties of EWMA charts with variable sampling intervals were studied by Amin and
Letsinger (1991), Saccucci, Amin, and Lucas (1992), Saccucci, Amin, and Lucas (1992),
Reynolds (1995), Reynolds (1996a and 1996b) and Capizzi and Masarotto (2003). Tagaras
(1998) reviewed the literature on adaptive control charts. These papers show that most
work on developing VSI control charts has been down for the problem of monitoring
process mean without considering the effects of incorrect adjustment of process.

However, these articles assume that there is only a single process step, whereas
many products are currently produced in several dependent process steps. Consequently,
it i1s not appropriate to monitor these process steps by utilizing a control chart for each
individual process step. Zhang (1984) proposes the simple cause-selecting control chart to
control the specific quality in the current process by adjusting the effect of in-coming
quality variable (X) on out-going quality variable (Y), since the in-coming quality variable
on the first process step and the out-going quality variable on the second process step are

dependent. The cause-selecting values (e ) are Y minus the effect of X, and the
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cause-selecting control chart is constructed accordingly. Wade and Woodall (1993) review
and analyze the cause-selecting control chart and examine the relationship between the
cause-selecting control chart and the Hotelling T* control chart. In their opinion the
cause-selecting control chart outperforms Hotelling T control chart, since it is easy to
distinguish whether the second step of the process is out-of-control. Therefore, it seems
reasonable to develop variable control schemes to control dependent process steps.
However, the properties of the VSI control charts used to control the process means on two
dependent steps with incorrect adjustment have not yet been addressed. Therefore, to study
the performance of the joint VSI EWMA control charts on two dependent process steps
with incorrect adjustment is reasonable. In this paper, the joint VSI EWMA control charts
are proposed to control the process means on dependent steps with incorrect adjustment.
In next section, the performance of the proposed EWMA control charts is measured by the
adjusted average time to signal (AATS), which is derived using a Markov chain approach.
Finally, we illustrate the application of the proposed joint EWMA control charts using the
example of automobile braking system with incorrect adjustment, and compare the
performance between the joint VSI EWMA control charts and joint FST EWMA control
charts. In case the variable sampling intervals cannot be specified by the engineers, the
optimum VSI EWMA control charts are suggested.

2. DESCRIPTION OF THE JOINT VSI EWMA, AND EWMA, CONTROL

CHARTS

Consider a process with two dependent process steps controlled by the joint VSI. EWMA,
and EWMA, control charts. Let X be the measurable in-coming quality variable on the

first process step. Assume further that this process starts in a state of statistical control, that
is, X follows a normal distribution with the mean at its target value, 1, , and the standard
deviation at its target value o, ; let Y be the measurable out-going quality characteristic of

interest for the second process step, and follow a normal distribution conditional on X.
Since the two process steps are dependent, and the second process step is affected by the
first process step, then following Wade and Woodall (1993), the relationship between X and

Y is generally expressed as
VX, = f(X,)+e,i=123..m  (2-1)

where, it is assumed that g ~ N[D(O,o-z). Let Y instead of Y | X . If the function £( X))

is known, the values of the standardized error term gi* :w are called the
o
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cause-selecting values since they are the values of Y, adjusted for the effects of X,. In
practice, the true function f(X,) is usually unknown and thus must be estimated using the

m observations obtained from the initial ;; samples of size one, and thus the estimate for

A

f(X,)will bey;. The residuals,e, =Y, —V;, are generated by the model used. Hence,

e, ~NID(0, 57 ). Consequently, the standardized residuals e,-* % are called the
o)

e

cause-selecting values.
In our study the chosen sample size is one and taken from the end of the two
dependent process steps; when the process steps are all in control, the standardized samples,

Z, and Z,,are

ZX, :MN N(O,1) and Ze,. —

Oy o,

<=9 _No.1) (2-2)

Also assume that the first step is only subject to the special cause 1 or incorrect

adjustment such that the mean of X, shifts from 5 to u4 +80, (5, #0) and the

variance is unchanged; the second step is only subject to the special cause 2 or incorrect

adjustment such that the mean of e, shifts from 0 to §, (5, = 0 ) and the variance is

unchanged. That s Z X, = M ~N(5,,1) and/or Ze, _& -0 ~N(5,,1) for

GX O-e

out-of-control process stepl and/or step 2. The out-of-control distribution of Z v O Z,
will be adjusted to in-control state, once at least one true signal is obtained from the Z, or
Z, control chart. Let 7, be the time until the occurrence of special cause i, where i=1,2,
and follow an exponential distribution of the form
f@,.)=yexp(-yt) t,>0,i=12. (2-3)
where 1/y, is the mean time that the process step i remains in a state of statistical control.
To detect the small shifts in process means faster, the EWMAZX and

EWMA, control charts are constructed. Thus, The distributions of the statistics EWMA,

and EWMA, should be derived. The statistics and distributions are as follows.

EWMA,,, = AZy +(1=4)EWMA, ,i=12,..,where EWMA,  ~ N(O,%

~ N(O, 4 )

EWMA,,, = ,Z, +(1-2,)EWMA,,, ,i=12,..,where EWMA,, =
2

Ze,i-1?




An in-control state analysis for the joint VSI EWMA, and EWMA, control charts

is performed since the shifts in the mean on process step 1 and step 2 do not occur when the

process is just starting, but occur at some time in the future. The samples EWMmA, and
EWMA, are plotted on the joint VSI EWMA, and EWMA, control charts with
warning limits of the form +y,  and +w , and control limits of the form+f, and +k ,

respectively, where (< wy <k, and 0 < w, <k, (see figure 2.1).

UCLewma, =k, 4 UCLewma, =k 4

X 2-4 © o N2-4,

A A

UWLewma, =wy UWLewma, =w,

« 2-4 2-1,
CLEWMAZX =0 CLEWMAZE =0
LWLewma, =-w, A LWLewma, =-w, !

v 2-1 ¢ 2-4,
LCLewma, =—k, i LCLewma, =—k, A

X 2-4 2-1,

(1) EWMA, chart (2) EWMA, chart

Figure 2.1 The control limits of VSI EWMA, and EWMA, control charts

The search for the special cause 1 and adjustment in the first process step is
undertaken when the sample EWMAZX falls outside the interval (— k .k, ), that is when
the EWMA, chart produces a signal. The search for the special cause 2 and adjustment
in the second process step is undertaken when the sample EWMA, falls outside the
interval (—ke s k, ), that is when the EWMAzg chart produces a signal. For a

discontinuous process, the two process steps are stopped to search for the special causes
and adjustment after at least one signal is obtained from the proposed control charts. The
process adjustment is incorrect when the signal is false, but the adjustment is correct when
the signal is true and then the process steps are brought back to an in-control state.

The position of the current sample in each control chart constructs the sampling

interval of the next sample.

We divide the joint VSI EWMA, and EWMA, control charts into the following

three regions (2-4).

I, =(=wy,wy) (central region)
I, = (-ky,-wy )U(wy,k, ) (Wwarning region)
1, =(ky k) (control region) (2-4)
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I

. (—we,we) (central region)
i (-k,,-w,)U(w,.k,)  (warning region)
(—ke, -k, ) (control region)

~ .\NN
(1

Ze}

The first region, within two warning limits, is called the central region. The second
region, within warning limit and control limit, is called the warning region. The third

region, within control limits, is called the control region.

Three VSIs are adopted, 0<¢ <, <t; <co. If the samples, EWMA, and EWMA4, ,
all fall within the central regions, /., and/, , then the next sampling interval should be
long (#,). If one sample falls within the central region but another falls within the
warning region, then the next sampling interval should be median (#,). If all samples fall

within the warning regions, then the next sampling interval should be short (¢,).

The relationship between the next sampling interval (¢,,m =1,2,3) and the position

of the current samples is expressed as follows.

0 Zyel, ,Z,e I, ,

t, if Zyel, ,Z e I,

t =< t, if Zyel, , Z e I,
i Zyel, ,Z, e I,

(2-5)

Follow&ng Costa (1997), the first sampling interval taken from the process when it is
just starting is chosen randomly. When the process is in control, all sampling intervals,
including the first one, should have a probability of p, of being ¢, a probability of

4
Do + Po;0f being ¢,, and a probability of p, of being ¢, where me =1, py,

i=1

PosPoy and p,, are given by
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. P[EWMAZU

[EwMA, | <k, 2/12/1 .8, = J

‘EWMAZX

<EWMA, <k, 2

P[EWMAZ \<wx \EWMAZ |<ky / A 5 oJ P(EWMAZ<W / ’12/12 : /2’12/1 ,52:0J
BN
0 = ,6,=0
! P{ = V2= }
.;{_k L <EWMA4, <-w o WL<EWMAZ <k L\EWMAZ\G{ 4 ,52=0J
V2-4, < \2-4, V2-4, 2o 42—,
(20(k, ) -DQ2D(k,) 1)
pm—P[—kX 4 <EWMA, <-w, Ao wy A <EWMA, <k, A4 [EWMA, | <k, A ,51_0]
V2-4, x 2-4 V2-24, x 3 x V2-4
_QOwy)-1) e 2D(k,) —20(w,)) _
- 2P(ky)-DQ2P(k,)-1)
oP[—ke 4 <EWMA, <-w, ST w, 4 [EWMA, | <k, 4 ,52=0]
V2-4, : 2-4, 27/1 R A7t 22 2,
:(m(kx)—zcb(wX)J(zm(kf)—z(ng

(20(w,) 1Y 2d(w,) 1
{2@(@)—1][2@(&)—1} (2-6)
_ 2wy ) 1) e QD(k,) —2P(w,))
12
“V2-24,
pM—P[—kX/ A <EWMA, <- / / <EWMAZ <k, <k, 5, o]
2- 1, x . /1
20k, )1 20(k,)—1)

To facilitate the computation of the performance measures, wy» k

v W, and k,

will be specified with the constraint that the probability of a sample falling in the central
region is same for both the EWMA, and EWMA, charts when the process is in control.
Thus,

P EWMA, |<w,| |EWMA, |<k,,5 =0)=P(EWMA, | EWMA, <k, =0) (2-7)

implying, w, =w,=w ,k,=k,=k and 3 =21 =1.
If both Wy =W, =0, and L=L= 6=t then the joint VSI EWMA, and EWMA, charts
reduce to the joint EWMA, and EWMA, charts with FSI t, -

3. COMPARISON OF CONTROL CHARTS

Sampling schemes should be compared under equal conditions; that is, VSI and FSI
schemes should demand the same average sampling interval under the in-control period.
That is,

Eli, |EWMA, |<k,| EWMA, ,=0]=1, (3-1)

Based on the equation (3-1), the following equation can be formulated as
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e P(EWMA, el |5,=0)eP(EWMA4, €l |5,=0)
+1,  P(EWMA, el |5,=0)e P(EWMA, el |5,=0) (32)
+1, e P(EWMA, el |6, =0)e P(EWM4, el |5,=0)

+t, e P(EWM4, el |6, =0)e P(EWMA, <l |5,=0)

=t,8 P(—k /i <EWMA4, <k /i\al =0)e P(—k /i <EWMA, <k, /L\(Sz =0)
2-2 2-2 2-2 2-2

Simplifying,
4D(w)2[t, = 2t, +1, |+ 4D(W)[— 1, + 26, D (k) + 1, — 2, D (k)] (3:3)
—1,(2D(k) 1)’ + 1, — 4t,D(k) + 4,(D(k))* = 0
where ®(-) denotes the standard normal cumulative function.
The warning limit is derived as follows:
_ CD{_ 4B +16B* ~164C }

84

(3-4)
where

A=t,-2t, +1,

B =—t, + 26,0(k) +1, - 2t,0(k)

C =1, @Ok = 1)? 1, + 4,0(k) — 41, (d(k))’]

However, to obtain w and let 0<w<k, the constraints 0<t7 <?, <t;< o0 is

required. Thus, the warning limit can be obtained by using equation (3-4) and choosing a

combination of the three VSIs, (¢,,2,,¢,), and the FSL ¢, .

In this paper, the VSI scheme is compared with the FSI scheme and one adaptive
scheme was considered to be better than another when it allows the joint VSI

EWMA, and EWMA, charts to detect changes in the process means on step 1 and step 2

faster.

4. PERFORMANCE MEASUREMENT

The speed with which a control chart detects process shifts measures the chart’s statistical
efficiency. For a VSI, the detection speed is measured by the average time from either mean

shifting until either EWMA, or EWMA, chart or both signal, which is known as the

AATS. Thatis, the AATS is the mean time that the process remains out of control.

Since Ty, ~exp(-yit), t>0,i=1, 2, the occurrence time, T, ,until the first

special cause occurs is

Ty ~exp(y, +4,)  where T, =min(T,,Tyc,)

Hence,
IX
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AATS = ATC -

(4-1)

The average time of the cycle (ATC) is defined as the average time from the start of
process until at least one true signal obtained from one or both of the proposed charts and
the out-of-control process stepl and/or step2 are correct adjusted. The Markov chain
approach is allowed to compute the ATC due to the memory-less property of the
exponential distribution. Thus, at each sampling, one of the 32 states is assigned based on

whether the process step is in or out of control and the position of samples (see Table 4.1

for the 32 states of the process). The status of the process when the (i +1)”sample is taken,
and the position of the i” sample on the joint E WMA, and EWMA, charts defines the
transition states of the Markov chain. The joint VST EWMA, and EWMA, charts produce

a signal when at least one of the samples falls outside its control limits. If the current state
is any one of the States 1, 2, 4, 5, 10, 11, 12, 13,17, 18, 20, 21, 24, 25, 27, 28 and 29 then
the process steps are not adjusted and the current state may transit to any other state after

sampling time interval ¢, , m=1,2,3. If the current state is State 3, it indicates one false

signal comes from the second process step then the process is adjusted unnecessarily and

State 3  instantly becomes any one of the States 10~13  with
13

probability ,_;, j=10~13,and ZP:/‘ =1. Any one of the States 10~13 thus transits
j=10

to any one of the States 10, 11, 12, 13 and 32 after a sampling time interval ¢, with

probability P (z,)and D_ P, (1,) =1, i =10,~13,j=10,11,12,1332,m =1,2,3. State 6, 7, 8,
J

9,14, 15, 16, 19, 22, 23, 26, 29, 30 and 31 are similar to State 3, since they indicate at least
one false signal.

If the current state is any one of the States 1~31, then there is no true signal, hence
States 1~31 are transient states. State 32 is reached when at least one true signal obtained
from the out-of-control process stepl and/or step2. State 32 cannot transit to any other state,

hence it is an absorbing state.

Insert Table 4.1

Denote P be the transition probability matrix, where P is a square matrix of order

32. Leth,(z,) to be the transition probability from prior state i to the current state j with

sampling interval ¢, where ¢, is determined by the prior state i,



i=12,.32,j=12,.,32,m=1273. The transition probability, for example, from state 1 to
state 5 with sampling interval ¢, and fixed sample size » is calculated as
R (1) = P(Tye, > 1;) @ P(Tye, > ;)¢ P(EWMA, 1 |6, =0)e P(EWMA, € 12€2| 5, =0)
= e (oK) ()
The calculation of all transition probabilities is shown in Appendix.

From the elementary properties of Markov chains (see, e.g., Cinlar (1975)), the ATC is

derived as follows:

ATC=b'(1-Q)"t+b'(1-Q)'M, +b'(1-Q) (4T, (4-2)
where b =(p01, D020 Poss P0s:0:0,0,0,0,0,0,0,0,0,00...... Q) is the vector of starting probabilities for
States 1, 2, ..., 31, where the first sampling interval has probability p,, (see equation (2-6)
for calculation) of being long (or State 1 with probability p,, ) , the probability p,, + p,,
of being median (or State 2 and State 4 with probability p,, p,; , respectively) and the
probability p,, of being short (or State 5 probability p,); | is the identity matrix of
order 31; Q is the transition probability matrix where elements represent the transition

probability, P (z,) , from transient state I, i=1,...31, to transient state j,

=3k M =(0.0,7,00,7,.7;,T;.T ,0,0,0,0,T;,7;.7,.0,0,7,,0,0, 7, T;,0.0,7,.,0,0, ., T, T;)
is the wvector of in-correct adjustment time for Statel ~ State 31;

t'= (o1 ¥ b 1 8 5 ¥ ¥ 5 L b L b L L5 ¥ L L5 LB ¥ L R 8 ¥ R 8 )
is the vector of the variable sampling intervals for statel-state 31, where # is the average
time of sampling interval for State 3, 6, 23, 30 and 31, #, is the average time of sampling
interval for State 7, 8, 16, 26 and 29, ¢, is the average time of sampling interval for State
9, 14,15, 19 and 22. The calculations of t1* , t; and t; are shown in Appendix; A is the

vector of transition probability, F,(z,), form transition state i, i=1,...,31, to absorbing

state 32; 7 is the time to adjust any process step correctly.

5. AN EXAMPLE

An example of process control for automobile braking system is presented, and the data of
the process are measurements of roll weight and bake weight. Let variables X=roll weight
and Y= bake weight be measured from the end of the second process step. The bake weight
produced in the second step is influenced by the roll weight produced in the first step. Two
machines are used in the process steps. One machine could only fail in the first process step

and shift the mean of X distribution, and another machine could only fail in the second
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process step, and shift the mean of Y distribution. Presently, the joint FSI
EWMA, and EWMA, control charts are used to monitor the shifts of mean on the two

process steps every hour. Information about the state of the process steps is available only
through sampling. When the control charts indicate that at least one of the process steps is
out of control, it requires adjustment. Sometimes, the process steps may be adjusted
unnecessarily when at least one false signal occurs. To construct the control charts,
fifty-five samples of size one (X, Y) are taken from Wade and Woodall (1993) to analysis
their statistical relationship. After delete 24 outliers, the QQ plot (see Johnson 1992) of the
31 samples indicates that the data follows bivariate normal distribution. The relationship of

quality variables X and Y is expressed by a linear regression model. The fitted model is

Y|X =30.3+0.812.X (5-1)

Thus, the residuals or specific quality (e) are obtained by Y —Y |X . The estimated means

and standard deviations of variables X and e are (4, =210.5,6,=1435), and
(f,=0,0,=0.817), respectively. That is, when both process steps are in-control,
X ~ N(210.5,1.435%) ande~ N(0,0.817°). From historical data, the estimated failure
frequency is 0.167 time per hour (ory, =0.167) for machine 1 and 0.125 time per hour
(ory, =0.125) for machine 2. The failure machinel and 2 are independent and only

influence the means of X and Y, but the standard deviations are unaffected. The failure

A A

machine 1 would shift the mean of X to u,+ 6,0, whereo, =1.0. The failure machine 2

A

would shift the mean of e to 0,0, whered, =0.5. Hence, for out-of-control process

stepl, X ~N(210.5+1.0%1.4351.435%); for out-of-control step2, e~ N(0.5*0.817,0.817%).

The FSI EWMA, and EWMA, charts have control limits placed at +2.492
and A =0.05 with average run length 370 (see Montgomery (2005)) when T, =T, =0,
respectively. The average incorrect adjustment time of any process step is 0.5h (or7, =0.5)

when at least one false signal occurs. The average correct adjustment time of any process

step 1s 6.0h (or 7. =6.0) when at least one true signal occurs. The AATS of the FSI
EWMA4, and EWMA, charts 1is 46.572h. The slowness with which the

FSIEWMA, and EWMA, control charts detect shifts in the process (6, =1.0,6, =0.5) has

led the quality manager to propose building the EWMA, and EWMA, control charts with
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VSIs. The construction and application of the proposed VSI. EWMA, and EWMA, control

charts is illustrated. The following are the guidelines for using the proposed charts:

Step 1. Let the factor of control limits, k£ =2.492 and A =0.05, to maintain the in-control
average run length is 370 for each EWMA, or EWMA, control chart.

Step 2. Since 0<t,<t,<t,<t,<oo is required, and for performance of process control
engineers adopt the combination (#=0.09h, #,=0.1h, and ¢, =3.5h).

Step 3. Letting #,=0.09h, ¢,=0.1h, ¢, =3.5h, £=2.492 and A4 =0.05 in the equation
(3-4) leads to w=0.688.

Consequently, the structures of the proposed VSI EWMA, and EWMA, control
charts are as follows.

UCLewma, =0.3990 UCLewma, =0.3990
UWLewma, =0.1102 UWLewma, =0.1102
CLewma, =0 CLewma, =0
LWLewma, =-0.1102 LWLewma, =-0.1102
LCLrwma, =-0.3990 LCLewma, =-0.3990

Figure 5.1 the VSI EWMA, and EWMA, control limits

With the design parameters determined, the VST EWMA, and EWMA, control charts
can be used for controlling the two dependent process steps for producing automobile
braking. According to the VSI scheme, if both samples (EWMA, and EWMA, ), fall
within warning limits, then the long sampling interval ¢, =3.5h is taken. If one of the
samples falls within the warning limits but the other falls between warning and control
limits, then a middle sampling interval ¢,=0.1h is taken. If both samples fall between
warning and control limits, then the short sampling interval #,=0.09h is taken. If at least

one sample falls outside the control limits of any proposed control chart, then the process
steps are stopped and adjusted. The AATS is used to measure the performance of the
proposed VSI control charts. The proposed Markov chain approach is used to obtain the
ATC and calculate the AATS. There are 32 possible states, as presented in Table 4.1. The
AATS is 38.449h according to equation (4-1).

The VSI scheme improves the sensitivity of the joint FSI EWMA,
and EWMA, charts. From the example, in order to detect a shift in the process mean, the
AATS for the VSI. EWMA, and EWMA, charts has been reduced from 46.572 hours to

only 38.449 hours. The percentage of saving time is 17.44%.
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An example using the VSIs is introduced now. When the process starts, a random

procedure decides the first sampling interval ¢, =0.1h with sample of size one, and the
observation is (x=213, y=203). The first sample is (x=213, e=-0.3668) and the values of
Zy and Z, are (1.7422, -0.4489). Thus, their EWMA, and EWMA, values are

calculated as follows.
EWMA,, = /?LZX1 + (1 - ﬂ)EWMAZX = 0.05¢1.7422+0.95¢0=0.0871
EWMA,,, = /?»ZeI + (1 - /?L)EWMAZQ0 =0.05¢(—0.4489)+ 0.95¢ 0 = —0.0225

Since both samples fall within the warning limits, the second sample will be observed

adopting a sample of size one after long sampling interval #,=3.5h. The second sample is
(x=211, y=203). Since Z, =0.3484 and Z, =1.5399, so EWMA, and EWMA, values

are calculated as follows.
EWMA,, ,=2Z, +(1—A)EWMA, =0.0500.3484+0.95¢0.0871=0.1002
EWMA,,, =2Z, +(1- A)EWMA,,, =0.051.5399+0.95 ¢ (—0.0255) = 0.0557

Both samples fall within the warning limits, the third sample will be observed adopting a

sample of size one after the long sampling interval ¢ =3.5h.
The EWMA, and EWMA, values for samples 1~35 are illustrated in the Table 5.1, and
plotted on the constructed joint VSIEWMA, and EWMA, control charts (Fig. 5.2). We
find that all EWMA, values fall within the VSI EWMA, chart, but the

35" E WMA, value falls outside the VSI EWMA, chart. It indicates that the process stepl

is in control, but the process step2 is out of control on the 35” sample. Hence, the process

step2 is stopped and machine 2 is adjusted.

Insert Table 5.1 and Figure 5.2

6. PERFORMANCE COMPARISON
BETWEEN ASI AND FSI SCHEMES

Table 6.1 provides the AATS of the VSI and FSI schemes, which are obtained under

various combinations of parameters based on orthogonal array L, (3"”) table,
7,=0.03~0.167, y,=0.06~0.25,5=05~20, 6,=05~20, ¢ =10, t;,=15~4.0,
t,=01~09, £=001~0.09, T, =05~3.0, 7.=1.0~6.0and n=5.

Comparing the AATS between the FSI and VST EWMA, —and EWMA, control charts,

it can be seen that the performance of the VSI EWMA, and EWMA, control charts is
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better for detecting small and median shifts in process means ( 0.5<0,<2.0 ,
1.5<6,<2.0). The VSI EWMA, and EWMA, control charts save detection time from
3.88% to 30.49% compared to the FSTEWMA, —and EWMA, control charts. To examine

the effects of various parameters on the AATS, the main effects plots show the significant

parameters are 6, 6,and 7, (see Fig. 6.1). As o, ord, increases, AATS decreases; as 7

increases, AATS decreases.

Insert Table 6.1 and Figure 6.1

Sometimes, quality engineers cannot
specify the VSIs. The optimal VSIs of the proposed charts are thus suggested. The optimal
VSI of the proposed charts are determined using optimization technique (Fortran IMSL
BCONF subroutine) to minimum AATS under the same constraints and parameters as
described before. The optimum VSI and AATS under various combinations of parameters

are illustrated in Table 6.2. We find that the optimum VSI EWMA, and EWMA, control

charts save detection time from 4.38% to 34.63% compared to the

FSI EWMA, and EWMA, control charts, and the optimum VSI charts EWMA,
and EWMA, control charts also work better than the EWMA, and EWMA, control charts

with specific variable sampling intervals.

Insert Table 6.2

7. CONCLUSIONS

The proposed VSI scheme controlling two dependent process steps with incorrect
adjustment substantially improves the performance of the FSI scheme by increasing the
speed with which small and median shifts in the means of process steps are detected. We

have found that the VSI EWMA, and EWMA, control charts always work better (in the
cases examined) than the FSI EWMA, and EWMA, control charts for small and median

0, andJ, values. The optimum VSI scheme controlling two dependent process steps with
incorrect adjustment is also suggested when quality engineers cannot specify the VSIs.

This paper considered two dependent process steps with incorrect adjustment.
However, a study of the variable sample sizes (VSS), variable sample sizes and sampling

intervals (VSSI) or variable parameters (VP) EWMA, and EWMA, -control charts under

two dependent process steps with incorrect adjustment is an interesting topic for future

research. Other important extensions of the proposed model can also be developed. It is
XV



straight forward to extend the proposed model to study VP control charts or other control
charts, such as attribute charts, CUSUM-charts or multivariate charts.

Table 4.1 Definition of 32 process states

State | Does EWMA, Adjustment Does EWMA, Adjustment | Transient
AC1 X AC2 . state or
occur? Chart occur? chart alarm’ absorbing

alarm? state?

1. No No, [ No No No, [ No Transient

) 7 state

2. No No, [ No No No, [ No

Zxy Zey

3. No No, 1 No No Yes, [ over-

X s adjustment

4. No No, 1 No No No, [ No

Zx, Zey
5. No No, [ No No No, [ No
Zx, Zey

6. No No, I No No Yes, [ over-

X2 s adjustment

7. No Yes, [ over- No No, [ No

s adjustment “a
8. No Yes, I over- No No, [ No
3 adjustment Ze
9. No Yes, [ over- No Yes, [ over-
~s adjustment “ adjustment
10. No No, [ No Yes No, [
Zxy Zey
11. No No, [ No Yes No, [ No
Zx Zey
12. No No, 1 No Yes No, [ No
Zx, Zey
13. No No, [ No Yes No, [ No
e Zey
14. No Yes, I over- Yes No, [ No
s adjustment “a
15. No Yes, I O\{er- Yes No, [ No
s adjustment Zey
16. No Yes, I over- Yes Yes, [ correct
3 adjustment s adjustment
17. Yes No. / No No No. [ No
> 2y ’ T 2y
18. Yes No. 7 No No No. / No
a2 ’ Zoy

19. Yes No, [ No No Yes, [ over-

“x = adjustment

20. Yes No, [ No No No, [ No

Zy 2 el
21. Yes No. 7 No No No. / No
’7 Zx, ’ Zoy

22. Yes No, [ No No Yes, [ over-

“x2 s adjustment

23. Yes Yes, [ correct No Yes, [ over-

~3 adjustment = adjustment
24. Yes No, [ No Yes No, [ No
Zx 1 el
25. Yes No. 7 No Yes No. [ No
s ’ Zey
26. Yes No, [ No Yes Yes, [ correct
“x = adjustment
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27. Yes No, [ No Yes No, [ No
Zx2 Zel
28. Yes No. / No Yes No. [ No
’T Zx, * T Zey
29. Yes No, [ No Yes Yes, [ correct
X2 = adjustment
30. Yes Yes, [ correct Yes No, [ No
#3 adjustment “a
31 Yes Yes, [ correct Yes No, [ No
#3 adjustment %
32. correct adjustment for process stepl and/or step2, given process stepl and/or Absorbing
process step2 are/is out-of-control state
Table 5.1 EWMAZ , ,and EWMAZ ,,values for the samples 1~35
sample (l) X y € ZX,i E WMAZXj—l Ze,i E WMAZe.i—l
1 213 | 203 | -0.3668 1.7422 | 0.0871 -0.4489 | -0.0225
2 211 203 | 1.2581 0.3484 | 0.1002 1.5399 | 0.0557
3 210 | 201 | 0.0705 | -0.3484 | 0.0777 0.0863 | 0.0572
4 210 | 201 | 0.0705 | -0.3484 | 0.0564 0.0863 | 0.0587
5 209 | 202 | 1.8830 | -1.0453 | 0.0013 2.3047 | 0.1710
6 211 202 | 0.2581 0.3484 | 0.0187 0.3159 | 0.1782
7 211 | 201 | -0.7419 0.3484 | 0.0352 -0.908 0.1239
8 211 202 | 0.2581 0.3484 | 0.0509 0.3159 | 0.1335
9 212 | 202 | -0.5543 1.0453 | 0.1006 -0.6785 | 0.0929
10 208 | 200 | 0.6954 | -1.7422 | 0.0084 0.8512 | 0.1308
11 212 | 202 | -0.5543 1.0453 | 0.0603 -0.6785 | 0.0903
12 209 | 201 | 0.8830 | -1.0453 | 0.0050 1.0807 | 0.1399
13 210 | 202 | 1.0705 | -0.3484 | -0.0127 1.3103 | 0.1984
14 210 | 201 | 0.0705 | -0.3484 | -0.0295 0.0863 | 0.1928
15 211 | 201 | -0.7419 0.3484 | -0.0106 -0.9081 0.1377
16 210 | 200 | -0.9295 | -0.3484 | -0.0275 -1.1377 | 0.0740
17 210 | 200 | -0.9295 | -0.3484 | -0.0435 -1.1377 | 0.0134
18 210 | 200 | -0.9295 | -0.3484 | -0.0588 -1.1377 | -0.0442
19 211 | 201 | -0.7419 0.3484 | -0.0384 -0.9081 | -0.0874
20 211 202 | 0.2581 0.3484 | -0.0191 0.3159 | -0.0672
21 211 | 201 | -0.7419 0.3484 | -0.0007 -0.9081 | -0.1092
22 210 | 201 | 0.0705 | -0.3484 | -0.0181 0.0863 | -0.0995
23 212 1 203 | 0.4457 1.0453 | 0.0351 0.5455 | -0.0672
24 209 | 200 | -0.1170 | -1.0453 | -0.0189 -0.1432 | -0.0710
25 209 | 199 | -1.1170 | -1.0453 | -0.0702 -1.3672 | -0.1358
26 210 | 202 | 1.0705 | -0.3484 | -0.0842 1.3103 | -0.0635
27 212 1 203 | 0.44566 | 1.0453 | -0.0277 0.5455 | -0.0331
28 212 1204 | 1.4457 1.0453 | 0.0260 1.7695 | 0.0572
29 208 | 199 | -0.3046 | -1.7422 | -0.0624 -0.3728 | 0.0356
30 208 | 198 | -1.3046 | -1.7422 | -0.1464 -1.5968 | -0.0462
31 214 1204 | -0.1792 2.4390 | -0.0172 -0.2194 | -0.0547
32 212 1203 | 0.4460 1.0453 | 0.0360 0.5459 | -0.0247
33 209 | 200 | -0.1170 | -1.0453 | -0.0181 -0.1432 | -0.0306
34 209 | 204 | 3.8830 | -1.0453 | -0.0695 4.7528 | 0.2086
35 206 | 201 | 8.3200 | -3.1359 | -0.2228 10.1836 | 0.7073*

XVII




EWMA Chart of zx EWMA Chart of ze
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Fig. 5.2 (1) VSI EWMAZX control chart Fig. 5.2 (2) VSI EWMAZX control chart

Table 6.1 AATS of VSI and FSI charts under various combinations of parameters
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Combination of warious parameters+ WSl+e F5I« | Save time |+
Fad §| £ 84 &+ &4 ¥ | ¥.@ T # | AAT3+ & ATS4 percentage+|:
1, 0010 0115105 054003, 006, (0.5,1.00-| 1.262 | 65234 | Fo.22]1 TOT .. i
2.. | oo o1 1s{os] 1. [ooss o2s|.5200.] 1262 | 36954 | 43211 | 1448, .
3. |oonfo1f1s{os] 2. (o167 ozs. | Eos0.] 1262 | 12946 | 20077 | 9.8 .
4. | 001 05251, | 054003, 006, (15200, 0740 | 36,727 | 42010 [ 1420, 4
S, |00 05251, | 1. | 00eE] 0125 F06.00.| 0740 | 24773 | 20714 | 1663, ¥
6. |oo1fos)2s]1. |2, [0167f 025, os,100.| 0740 | 6957 | 9224 | 2425, .
7.. |00l 09352, 05005, 006, @060, 0519 ] 29203 | 31082 | S580. .
.. |00l 00fEs]2. | 1. 0022 00125 05,100, 0519 | 2763 | 11.141 [ 21.24 ., 4
Q.. |00l os]Es]2. |3, | 0167 025, (15200, 0519 | 4.650 5836 [ 20000, ¥
10..| 005 01252, | 050085 025, | (0.52.00.]| 0.854 | 25331 | 30.398 | 16.67., .
11..| 005 0.1 2.5 2. | 1. | 0167 006, | (1.56.00.] 0.854 | 11.058 | 12,532 | 1181, .
12,005 0.142.5]2.. 2. |003,) 0.125] 3.0,1.00.| 0854 | 2700 o038 [ 2040, 4
132,005 0542505 054 00821 025, (15600, 0602 | 82008 | 20 162 580, 4
4 ) 0050535050 1. | 01670 006, 30,100, 0602 | 46,523 | 35772 | 16.52., 4
15..| 005 0535 {05 2. |003.| 0,125 (0.52.00.| 0.602 | 10.214 | 11.439 | 1071, .
6., 005 004 1.5] 1., [ 05400821 025, (30,100, 0853 | 40710 | 53,161 G485, 4
17005004 1.5 1. [ 1. | 0167 006, 05200, 0.853 | 18212 | 22057 | 14.69., 4
12,005 004 1.5]1. (2, |00Z,] 0.125] (15600, 0853 | 10.240 | 11.148 214 4
10,000 014351, | 054 01677 0125 05600 0622 | 32440 | 45 572 | 1744, ¥
0., 00001251, 1. | 003, 025, (1.51.00.| 0622 | 15576 | 21.511 [ 2750, 4
21,000 01 E5] 1. [ 2. | 0022 006, 30200 0622 | 10000 | 12004 [ 2244, 4
.. 0001 05]1.5]2, | 0540167 00125 (1.5,1.00.| 1072 | 158528 | 17023 [ 11.52. 4
.. 000 05152, | 1. | 00E,) 025, 30200, LO7E | 14450 | 16 547 | 12.62. ¥
24..|0o9f0s5) 152, |2, [ooss|oos. | 0se0.] 1078 | 6903 | 7715 | 10.53. .
25..| oogf oe)2slos] 0sy 0167 o2s| Eoz0.| 0605 | 91200 | o481 | 3aE. R
.. 0002 sios, 1. |00, 025, 05600, 0603 | 27062 | 20463 2.21. 4
AT, 00002 s]os) 2, | 0022 006, ) (15,100, 0603 | 21621 | 24230 [ 1042, ¥

Main Effects Plot (data means) for Means
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Fig. 6.1 The main effects for average AATS under various parameters

Table 6.2 AATS of optimum VSI and FSI charts under various combinations of parameters
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Cowbination of<sarious pararneters . Wil F5l. | Save tie |.
Mo & & ] ¥ | ¥ (r,.7.). woal oo, . LATE®) LATE ] percertage | -
1. 05] 054003, 0.06,)] 0.5,1.00.] 0645 0.001{ 0.1.4 4., G2.205 ) TOS21 | 12.24 . 1
2. | 054 1. | 0083 01254 (1.52.00.| 0720 0.001] 0.1.4 33154 35047 . 43 211 1285, K]
.. | 05 2. | 0167 025, (20600, 1455 0.001] 0.1.4 1.304.4 138348 .| 20977 | 10.21., 1
4. 1. | 054 003,)] 06, 15200, 0645 0.001.] 0.1.4 4., 340458 L 42919 | 18.57., 1
5. 1. | 1. | 0083 01254 (2.0,600.| 0674 | 0.001.] 0.1 708, 23647 | 20714 | 2042, K]
[ 1o | 2. | 001674 025, (0.5,1.00 1.093 ) 00014 0.1 178, | G625 . o224 | 2212, "
Foa | 24| 050035 006, (30600 0990 00014 0.1 2.029{ 254926 .| 31.031 .17 .. ]
.. | 25| 1. | 0083 01254 (05,100, 0922 0.001] 0.1.4 2.2424 2041 o 11.141 | 2783, 1
Q. | 2. 2. 0167 0255 (15200, 1181 0001 0014 16194 4114 o 5836 | 29.50, K]
1a. 2. | 0540083025, 0.5200.] 1.024| 0001 014 1L.914. 4 25104 .| 20398 | 17.42.. 1
11..] 2. ] 15 | 01674 006, (1.55.00..] 1.224 | 00014 0.1.4 1.5534 10775 | 12.538 | 14.06.. 1
12, 2. |25 |00z, 00125 (3.0,1.00..] 1.115 ]| 00014 0.1.4 1.734.4 2543 | z.808 .| 34.63. K]
13| 051 054 00834 025, (1.5600.| 1589 00014 0.1 1.214 4 22719 .| g0 1682 TAZ . "
14 .| 0054 1. | 0.1674 006, (30,100 0645 0.0014 0.1+ 4.- 44857 | 55772 | 19.57 . ]
15, 0.5 25 |00z, 00125 (0.52.00..] 1137 | 00014 0.1.4 16934 2330 5 11430 1200, 1
16..] 1. |05 00834 025, (3.0,1.00.] 0645 | 00014 0.1.4 4.4 47519 . 52161 | 1061, K]
IT -] 1. ] 15 | 01674 006 (0.5 2.00..] 0.724 | 00014 0.1.4 2286 15.91a | 22.057 | 27.84 . 1
13..] 1. | 25 |00z, 00125 (1.56.00..] 1.015 ] 00014 0.1.4 1.2%2. 2520 5 11.14% 14 .60, 1
19 5] 1. | 054 01674 0,125 (0.56.00..] 0.8211 ] 00014 0.1.4 27334 379230 | 45.572 | 18.45. K]
A0, 1. | 1. (0035 025, (15,100 076G | 00014 014 29014 15311 .| 21.511 | 28.82. "
a1, 1o | 24 | 00334 006, | (30200 0594 00014 0.1 23534 2645 .| 12904 | 2524, ]
2.4 2. | 054 0167 01254 (1.5,1.00.| 1L.222 ] 0.001] 0.1.4 1.5454 15218 | 17923 | 15.10., 1
Q.. 2| 1. 0035|025, (20200, 08528 0.001] 0.1 25044 13319 . 16.547 | 19.51 ., K]
24 . 2. | 2. 0083 0G| 5600, 1087 0001 0.1 1.7R1] &SAEG L TOF1S | 1463, 1
Q5. 0.5 054 0167 01254 (2.02.00.| 0.930 | 0.001.] 0.1.4 2.2184 Q0728 .| o4 282 4.38 .. 1
Q6. 0.5 1. | 0035 025, 0.5600.] L0020 0.001] 0.1.4 19784 27047 | 30463 | 11.21., K]
AT .| 0.5 2.5 [ 00834 006G | (15100 0953 00014 0,14 2.141.4 20454 ) 24 230 | 15.59 ., "
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Appendix: The calculation of all transition probabilities
Notation:

772){1 :P(EWMAZX € IZXI ‘EWMAZX - N(O’%)) - 2q)(w) -1

n, =PEWMA, el ‘EWMAZX ~ N(O,%)) = 20(k) — 2D (w)

X

Zx

n, =PEWMA, €l ‘EWMAZX ~ N(o,%)) =2-2d(k)
n, =P(EWMA, eI ‘EWMAZE ~ N(O,%)) =20 (w) -1
n, =PEWMA, el ‘EWMAZE ~ N(O,%)) = 20(k) — 2D (w)

n, =P(EWMA, el ‘EWMAZE ~ N(O,%)) =2-2d(k)

A2
EWMA, ~N(8,|="—~"—
s NGS5
[ (A 2
=P(EWMA, | <w 5 EWMA; ~ Ny ="— o)

,HZXI =P(EWMA, € ]ZX
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EWMA 1/ \/ \/
_ 2-4  N2- ﬂ)

o, r NN, .
i =

= D(w-5)+D(w+6,) -1

2

EWMA ~N§1/——

X2 7~ NG A2- /1))
A 2

= P(EWMA,, ‘<k,/ EWMA, ~N(3,\|="—, )
2-2 2-2"2-2
A A

- P(EWMA,, ‘<w L _|EWMA4, ~N(3, S
2-2 2-2"2-2

= Oh-0)+Dk+06)-DP(w—-0,)—D(w+9))

EWMA, ~N(5,.|—2— 4y
o R PRy

=1-$,, =B, =2-0(k=5)-D(k+3)

2
EWMA ~N5‘/——
G 2-4"2~- ;t))
2 2
= P(EWMA, | < w\|=Z—|\EWMA, ~N(5,,|="— )
2-21 2-1"2-2

sl el
i J

E WMA,

B, =PEWMA, eI,

B, =PEWMA, el

B, =P(EWMA, el

2/1 2/1)

Jz—z Jz—z

= D(w-5,)+D(w+35,)-1

2
EWMA, ~ N(8,,| =", ~"—

Ze ©, 2-1"2— ,1))
2 2

_ P(‘EWMA \<k iEWMA ~ N(5, EE) /1))
2 2

— P(EWMA, ‘<w L |EWMA, ~N(5,,|="— )
2-4 2-42-4
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B, =P(EWMA, el




=Dk -3, + Dk +5,) - D(w—35,)— P(w+3,)

A
EWMA, ~ N, |- ,ﬁ))
2

=1-f, - B, =2-0(k-5,)-Dk+5,)

B, L= P(EWMA, €1

The transition probability can be expressed by the following general form.
R (t;) = P(Tyo, > ;)0 P(Tyo, > 1,) o P(EWMA, €1 |5, =0)e P(EWMA, €1 _|5,=0)

=e¢ e e n. .. for j=1~9,r=1273,5s=1,23

P, (t;)= P(Tye, > ;)8 P(Tyc, <t,) o P(EWMA, €1 |6, =0)e P(EWMA, €I |5,#0)
=eMe(l—e")e n.® 'Bzu for j=10~16,r=12,3,5s=12,3
R, (t;) = P(Tye, <) P(Tye, > 1) P(EWMA, €1, |6, #0)e P(EWMA, €1 |5, =0)

=(l-e"™)ee o p on_ for j=17~23,r=123,5 =123

B (1) = P(Tye, <)o P(Tyo, <t;) ¢ P(EWMA, €1 |5, #0)e P(EWMA, €1, |5, #0)
=(l-e"™)e(l-e"")e B of for j=24~31,r=123,5s =123

31
Pl,32(t3) = l_zpl,j(t3)

j=1
By, (t)=0 for j=1~9,17~23

By (t)=P(Tyo, > 1) P(EWMA, €l |6, =0)e P(EWMA, I |5, #0)
e en e f for j=10~16,r=123,5s=1,2,3

By (t)= P(Tye, <t;)® P(EWMA, €1, |6,#0)e P(EWMA, €1 |5, #0)
=(l-e"")e B of  forj=24~31r=1235=123

31
Pw,sz(%) =1- ZEO,j(tS)
j=1
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R, ,;(t)=0 for j=1~16

P, (t)=P(Ty, >1;) e P(EWMA, el |5 #0)e P(EWMA, el |5 =0)
=e e en for j=17~23,r=1,23,s=123

By ()= P(Tyc, <t;)® P(EWMA, el |5 #0)e P(EWMA, €I, |5, #0)
=(l-¢7")e B, op. for j=24~31,r=123,5=123

31

37,32 (t3) =1- R7,j (t3)

J=1

P, (5)=0 for j=1~23

P, (t;)=P(EWMA, I |5, #0)* P(EWMA, €l |5, +0)
=p. B for j=24~31,r=123,5=1,23

31
Pz4,32 (t3) =1- ZPm,j (t3)

The transition probabilities for P, ;(,), P, ;(4,), B, ;(1,), B, ;(4,), Bg ;(8,), By ;(8,), Bys ;(1,)
and P,

27,j

Py (t),j=1~32.

b)) =P, () =F (1), ] =1~32

Ry () =F, ;(t,) = Ry ;(1,),j =1~ 32

By () = By ;(1,) = R, (1), j =1~ 32

Py (6,)= Py (6,) = Py, (1), j =1~ 32

The transition probabilities for B (1), B, (1), P, ;(#,) and Py (#)) are calculated by

replacing ¢, on t; for B (t)PlO/(t) R, (&) and P, (%),j=1~32
P, (t)=h (), j=1~32

By () =B, (1), ] =1~32

b, ;) =h, ), j=1~32

P () =By (1), ] =1~ 32

321 =0,j#32

P, =1
P (4)=0, i=36233031/#10]11121332

1

P(6})= PP () + PRy (6)+ PyPy (6)+ PPy (1), j = 1011121332, =3,6,233031

Where
W*=Dip®bLt Py b+ Doy ®h+ Pz o

(¢,) are calculated by replacmg t, on t; for R (%),R,,(%),H, () and
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2_1))'

| A A
EWMAZE ~ N(52 E,ﬂ))

:[M’(W)—lj.(CD(W—52)+®(W+§2)—1J

Piovo = P(EWMA, 1 ‘EWMAZX ~ N(O,

P(EWMA, €1

20(k)—1) | D(k—5,)+D(k+5,)-1

A
2_/1))'

[ A A
EWMAZC, ~ N(52 m,ﬁ))

_[200n) -1) [ 2Dk —35,) = 2D (w—5,)
20 -1 ) (@K =-6,)+D(k+5,)-1

Py = P(EWMA, 1 ‘EWMAZX ~ N(0,

P(EWMA, €1

A
2_/1))'

[ A A
EWMAZE ~ N(§2 E,H))

_[20() —20(w) ) [ DOw=35,)+ P(w+5,) -1
| 20k -1 Ok - 8,)+ Dk +6,) -1

Pioo = P(EWMA, 1 ‘EWMAZX ~ N(O,

P(EWMA, €1

A
2_/1))'

| A A
EWMAZ(, ~N(J, ﬁaﬂ))

_[20() - 20(w) ), [ 20k - 5,) = 2D(w—3,)
| 20k -1 Ok —8,)+ Dk +6,) -1

Pis = P(EWMA, €1 ‘EWMAZX ~ N(O,

P(EWMA, eI

P, (1)=0,i=7.8162629, j #17,1820,21,32

P (6= PosP (1) + PPy () PragP 1)+ Py Py (1), j=1718202132,1=7.816.2629
Where
L¥=Diyy 0L+ Dy @l + Dy ® b+ Dy o
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2-1"2-2

P(EWMA, eI |EWMA, ~N(0, ’1/1))

:(Cb(w—é'l)+CD(w+ 51)_1]'(2®(W)_1j

D(k—8)+D(k+5,)—1) | 2d(k)—1

2
L EWMA, ~ N (S, /ﬂ ﬁ))

P(EWMA, eI |\EWMA, ~N(0, ’1/1))

_[@v=5)+D(w+5) -1, [ 20(k) - 2D (w)
Dk -8)+D(k+5)-1 20(k) -1

EWMA, N(51/ A2 .
—A2-2

P(EWMA, €1, [EWMA; ~N(0,— Ay

Pras = P(EWMA, <1

Prs = P(EWMA, €l

-1

_(20(k-8)-20(w-5,) |, 200w -1
T\ ok—s)+dk+0)-1) (200 -1

A
|EWMA, ~ N(cs“/—l ﬁ))

P(EWMA, I |EWMA, ~N(0, %))
_(20(k=5) - 20(w-5)) |,  20(k) — 20(w)
Dk -68)+D(k+6,)-1 20(k) -1

Poor = P(EWMA, eI

P,(£,)=0,i=9,14151922, j #24,2527,2832

l](t) YaabPu () + 5B, (6,) + By 27](1 )+ BB (1), j=242527,2832,i=9,1415]19,22
Where
LF= P @b+ Digs @b+ Dy O + Dy 1,
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CONTROLLING OVER-ADJUSTED PROCESS MEANS AND VARIANCES USING VSI
CAUSE SELECTING CONTROL CHARTS

Su-Fen Yang = Wan-Yun Chen
Department of Statistics
National Chengchi University, Taiwan
e-mail:yang@nccu.edu.tw

ABSTRACT
Process adjusted unnecessarily is a common problem in statistical process control.

Incorrect adjustment of a process may result in shifts in process mean, process variance,
or both, ultimately affecting the quality of products. The article considers the variable
process control scheme for two dependent process steps with incorrect adjustment. We

construct the variable sampling interval (VSI) Z -z ., and Z_-Z _, control charts in

order to effectively monitor the quality variable produced by the first process step with
incorrect adjustment and the quality variable produced by the second process step with
incorrect adjustment, respectively. The performance of the proposed VSI control charts is
measured by the adjusted average time to signal (AATS) derived using a Markov chain
approach. An example of process control for automobile braking system shows the

application and performance of the proposed joint VSI Z-Z ., and Z_-Z _, control

charts in detecting small and median shifts in mean and variance for the two dependent

process steps with incorrect adjustment. The performance of the VSI Z_-Z ., and
Z. -7, control charts and the fixed sampling interval (FSI) Z.-Z _, and
Z. - 7, control charts are compared via the numerical analysis results. These

demonstrate that the former is much faster in detecting shifts in mean and variance.
Whenever quality engineers cannot specify the values of variable sampling intervals, the

optimal VSl Z_-Z7 , and Z_-Z , control charts are suggested. Furthermore, the
impacts of misusing Z;-Z, charts to monitoring the process mean and variance in the

second step are also investigated.

Key words: Control charts; dependent process steps; optimization technique; Markov chain.

1. INTRODUCTION

Control charts are important tools in statistical quality control. They are used to

effectively monitor and determine whether a process is in-control or out-of-control.
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Shewhart (1931) developed the ¥ control chart which is easy to implement and has been
widely used for industrial processes. However, a common problem in statistical process
control is process adjusted unnecessarily (or overadjustment of an in-control process) (see
Deming, 1982) due to incorrect use of control chart by the operator or since the only
information about the state of the process is available through sampling. A process
requires adjustment, when a control chart indicates that it is out of control. However, the
process may be adjusted unnecessarily, when a false alarm occurs. Woodall (1986) noted
that the effect of overadjustment is a quite significant increase in variability of the quality
characteristic. Collani, Saniga and Weigand (1994) proposed an adjustment model for
the X control chart with a single special cause that considers the effects of process mean
with overadjustment from economic viewpoint. Their model determines the optimal
design parameters of the X control chart which maximize the profitability of the process.
Yang and Yang (2004) Yang and Yang (2004) addressed the economic adjustment model for

Y control chart with multiple special causes. Yang and Rahim (2000) addressed an

economic adjustment model for the X and S* control charts that consider the effects of

mean and variance for the process with incorrect adjustment.

However, the above papers, even though Shewhart X control charts, always monitor
a process by taking samples of equal size at a fixed sampling interval (FSI), they are

usually slow in signaling small to moderate shifts in the process mean. Consequently, in

recent years several alternatives have been developed to improve the performance of X
control charts. One of the useful approaches to improving the detection ability is to use a
variable sampling interval (VSI) and/or a variable sample size (VSS) control chart instead
of the traditional FSI and/or fixed sample size (FSS). Whenever there is some indication
that a process parameter may have changed, the next sampling interval should be shorter
and/or the next sample should be larger. On the other hand, if there is no indication of a
parameter change, then the next sampling interval should be longer and/or the next sample

should be smaller.

The properties of the X chart with VSIs were studied by Reynolds, Amin, Arnold,
and Nachlas (1988). Their paper has been extended by several others: Reynolds and Arnold
(1989); Amin and Miller (1993); Baxley (1996); Reynolds, and Arnold, and Baik (1996).
Tagaras (1998) reviewed the literature on adaptive control charts. Very little work has been
down on VSI control charts for simultaneously monitoring process mean and variance.
Chengular, Arnold and Reynolds (1989) detected process mean and variance using VSI X
and R control charts. Reynolds and Stoumbos (2001) discussed the properties of VSI X
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and MR control charts. These papers show that most work on developing VSI control
charts had aimed to solve the problem of monitoring process mean without considering the
effects of incorrect adjustment of a process.

However, these articles assume that there is only a single process step whereas many
products are currently produced with several dependent process steps. Consequently, it is
not appropriate to monitor these process steps by utilizing a control chart for each
individual process step. Zhang (1984) proposed the simple cause-selecting control chart to
control the specific quality in the current process by adjusting the effect of the in-coming
quality variable (X) on out-going quality variable (Y), since the in-coming quality variable
on the first process step and the out-going quality variable on the second process step are
dependent. The cause-selecting values (¢ ) are Y minus the effect of X, and the
cause-selecting control chart is constructed accordingly. Wade and Woodall (1993)
reviewed and analyzed the cause-selecting control chart and examine the relationship
between the cause-selecting control chart and the Hotelling T> control chart. In their
opinion the cause-selecting control chart outperforms the Hotelling T control chart, since it
is easy to distinguish whether the second step of the process is out-of-control. Linear
quality profile calibration and monitoring are discussed by Kim, Mahmoud and Woodall
(2004). The relationship of input variable and output variable on dependent process steps is
similar to the profile problem. Therefore, it seems reasonable to develop variable control
schemes to control dependent process steps. Yang and Yu (2007) construct variable
sampling interval EWMA control charts to effectively monitor the means of quality
variables on two dependent process steps with unnecessarily adjustment.

However, the properties of the variable sampling interval (VSI) control charts used to
control means and variance of quality variables on two dependent process steps with
unnecessary adjustment have not yet been investigated. Therefore, studying the
performance of the joint VSI control charts on two dependent process steps with

unnecessary adjustment is reasonable. In this paper, the joint VSI Z_ -7 . and
Z.-Z ., control charts with variable sampling intervals are proposed for the control of

mean and variance in two dependent process steps with incorrect adjustment. In the next

section, the performance of the VSI Z.-7 . and Z-7Z 5 control charts is measured

by the adjusted average time to signal (AATS), which is derived using a Markov chain
approach. Finally, we illustrate the application of the proposed control charts using the

example of automobile braking system with incorrect adjustment on the process steps, and
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then compare the performance between the VSI Z_.-Z . and Z.-Z 52 control charts
andFSI Z_-7z ., and Z--Z 52 control charts. In case the VSIs cannot be specified by
engineers, the optimum VSI Z.-Z , and Z -Z 52 control charts are suggested.
Furthermore, the impacts of misusing Z--Z 52 charts are investigated.

2. DESCRIPTION OF THE JOINTVSI Z -7z ., AND Z_ -z ., CHARTS

Consider a process with two dependent process steps controlled by the joint VSI

Z+-7Z, and Z;-Z , control charts. Let X be the measurable in-coming quality

variable on the first process step. Assume further that this process starts in a state of

statistical control, that is, X follows a normal distribution with the mean at its target
value, 11, , and the standard deviation at its target valueo, ; let Y be the measurable

out-going quality characteristic of interest for the second process step, and follow a normal
distribution conditional on X. Since the two process steps are dependent, the second
process step is affected by the first process step, and following Wade and Woodall (1993),

the relationship between X and Y is generally expressed as
VX, = f(X,)+e,i=123..m  (2-1)

where, it is assumed that &~ N[D(O,o-z). Let Y instead of y|Xx . If the

function £( X)) is known, the values of the standardized error term gl_* = w are
o

called the cause-selecting values since they are the values of Y, adjusted for the effects
of X.. In practice, the true function f(X,) is usually unknown and thus must be

estimated using the ; observations obtained from the initial ; samples of size one, and

thus the estimate for f(Xx,)will bey, (Yang (2003)). The residualse =Y, —Y, are

generated by the model used. Hence, e ~NID(0, 7). Consequently, the standard residuals

e = ) are called the cause-selecting values. The X chart is thus constructed to

monitor the mean of X, on the first step, and the ¢ chart is constructed to monitor the
mean of e, on the second step.

However, in our study the chosen sample size is not one and the rational samples of

size (n ) are taken from the two dependent process steps (see Kim, Mahmoud and Woodall

(2003)). Plot the sample data to obtain a sample profile and then establish the reference line
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of Y and X. To monitor the mean and variance of X on the first step the X -S? charts

should be constructed, and to monitor the mean and variance of ¢ on the second step the

E-Sj charts should be constructed. The X -S§? charts and E-Sj charts are called

cause-selecting control charts.
For engineers to use the control charts easily, the sample means and sample variances

are standardized as follows.

X,-—,u (l’l-l)S2 2
7 ="1_CX. N01), Z =~——"L~y*(n-1),
5 A (0.1) = X (n-1)
e (n-1)S;
Z;’_O'/ln ~ N(0,]) , Zg = . : 7 (n-1) ,
(2-2)

i=1,23,m, j=1,2,3,...n.

Assume that once a special cause occurs it affects the X-variable with probability v
and the functional relationship (or e-variable) with probability 1-v. That is, the mean of
X@/ shifts from Uy 0 u,téo, (51 # 0) and the variance shifts from o . to S0,
(5, > 1) with probability v, and the mean of the e, shifts from 0 to &, (5, # 0 ) and
the variance shifts from &, to 5,0, (5, >1) with probability 1-v. The out-of-control
distribution of Xij and/or e; will be adjusted to an in-control state, as soon as at least one
true signal is obtained from the proposed control charts. Let 7 be the time until the
occurrence of special cause, and follow an exponential distribution of the form

f(t)=Aexp(-At) t>0 (2-3)
where 1/ is the mean time that the process remains in a state of statistical control.

An in-control state analysis for the joint VSIZ_-7z , and Z.-7 ;. control charts

is performed since the shifts in the mean and variance on step 1 and/or step 2 do not occur

when the process is just starting, but rather at some future time. The standardized samples

Zmz and z_-z , are plotted on the joint VSI Z.-7 5 and Z.-7 . control charts

with warning limits of the form + W Wes Tw and We and control limits of the
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form thky» ko> tk and ka , respectively, where ( < we <ks, 0<w, <k,

0<w. <k and 0< we <k (see Figure 2.1).

ucL . = UC L. =k,
UWL . = wy UWL _ = w-
CL._ =0 CL . =
LWL _ = -w— LWL _ = —w-
LCL , = -k LCL . = —k-
(1) Z chart (2) Z. chart
UCL , | =k, ucL., =k,
UWL ., =w, UWL _ = w,,
LCL, =0 LCL, =0
(3) Z ., chart 4) (ng chart

Figure 2.1 The control limits of VSI Z} -Z 52 and Z; -Z g2 control charts

The search for the special cause and an adjustment in the first process step is

undertaken when the sample Z falls outside the interval (—k},k}) and/or when the

charts produce a

z, falls outside the interval (0, kS2 ), that is when the Z- and/or z o
signal. The search for the special cause and adjustment in the second process step is

undertaken when the sample z— falls outside the interval (—k; ,k;) and/or when the
sample z, falls outside the interval (O’k52 ), that is when the Z- and/or Z .. charts

produce a signal. For a discontinuous process, the two process steps are stopped for
adjustment after a signal is obtained from a control chart. The process adjustment may be
incorrect when the signal is false and then the process step is brought to an out-of-control
state, but the adjustment may be correct when the signal is true and then the process step is

brought back to an in-control state.

The positions of the current samples in the joint Z--7 . and Z-- Z .. charts

construct the sampling interval of the next sample.

We divide the proposed VSIZ},Z A and Z 5 control charts into the following

three regions (2-4), respectively.

I, = l— we, w}J (central region) [, = (O,WS2 ) (central region)
1 7o, = (—k},—w})U (w},/@) (warning region) [, = (wSz,kS2 )(waming region) (2-4)
1 2., = [— k},k}J (control region) [, = (O,kS2 ) (control region)
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el e e

I, = ( _wf,wf]) (central region) [, = (O,WS? ) (central region)

I, = ('k;"W;)U (Wg:k;) (warning region) [, = (wsz,k&2 ) (warning region)
I,  =[- k;,k;J (control region) [, = (O,kS2 ) (control region)

The first region, within two warning limits, is called the central region. The second
region, within warning limit and control limit, is called the warning region. The third
region, within control limits, is called the control region.

Five VSIs are adopted:oo >, >t, >t, >¢t,>t,>0. If the samples, z

71” z Z;i

SZ)

and z,. , all fall within the central regions, [ I, ,I, and I, , then the next
e s21 el s21

i
sampling interval should be the longest (#,). If any three of the samples fall within the
central regions but the other falls within the warning region, then the next sampling interval
should be long (z,). If any two of the samples fall within the central regions but the
others fall within the warning regions, then the next sampling interval should be in the

middle (z;). If any one of the samples falls within the central region but the others fall

within the warning regions, then the next sampling interval should be short (z,). If all the

samples fall within the warning regions, then the next sampling interval should be the

shortest ().

The relationship between the next sampling interval (¢, ,m =1,2,3,4,5) and the position

of the current samples is expressed as equation (2-5).

tif Z,el, (N Z € ]nglﬂ Z,e I, N ZS«Z, € [ng]

t, if Z el Z, e [Zszln Z,e I, N Z, € [Zszl
or Z.el, Z, e IZgzzﬂ Z,e I, N Z, e 12;21
or Z.el, f Zsf, e IZSz‘;ﬂ Z, e I, N ngz_ € 122211
or Z.el, N Z; e Iz;lﬂ Z,e I, N Z, € IAL

t, if Z el N Zsie Izgzzﬂ Z, e I, N Zsf, e I,
or Z. el, N Zsée IZ:zlm Z,e I, N Zs}. e I,
or Z.el, Z; e IZ;ZIﬂ Z,e I, N Z, e I,
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2
X

or Z.el, n Zsie IZ”ﬂ Z,e I, N Zs}. eI,
Ly = or Z.el, N Z,e Izgz.zﬂ Zoe I, N Z; I,

or Z.el, Z; e ];szlﬂ Z,e I, N Z, e IEZS%

t, if Z el N Z,e Izs‘zrzﬂ Z,e I, N Z

or Z.el, N Z;e Iz;lﬂ Z,e I,, N Z, el

(2-5)

or Z.el, NZ,el, NZel, NZ
or Z.el, NZ.el, NZel, NZ, el
t, if Z.oel, NZ.el, NZ, eI, NZ, eI,

Following Costa (1997), the first sampling interval taken from the process when it is
just starting is chosen randomly. When the process is in control, all sampling intervals,

including the first one, should have a probability of p, —of being the longest, a probability
of Pyt Poz+ Pos + Pos of being long, a probability of Pos t Po7 + Pog + Poo + Pro T Pont of

being median, a probability of p .+ p,;+ po.+Pys Of being short, and a

16
probability of p,  of being the shortest, where me =1, py> Puy> Do a0d pg .

i=1

are given by

o =P Zy < wy| 1Z5 < kg8, =000 PO<Z,, <,

0<Zsf <k573,52 =1)
0<ZS2 <k

29
Se

*P(Z |<w| |Z <k, ,6,=0)0F(0<Z, <w,,
([22(we)-1] o [F . (wg: )] [2P(w)-1] o [F . (w2)])
([(2P(kz)- 1o [F : (kg )] o [2P(k,)-1] o [F . (k)]

54 :1)

Po =B (1 Z5 |<wg| | Z5 [<kz,6,=0)0 P(0O<Z, <wg| 0<Z; <k,,5,=1)
eP(Z |<w| |Z |<k, 5 =0)e(1-P(0< Zg < wsg‘ 0<Z; <kg,6,=1)
2P )] e [F (we)] e [2P(w )] @ [F . (K )-F . (W )])
- 2P(ky)-1]o[F (k)] o [2P(k)-1] o [F . (k)]

P =B Z5 [k wi| 125 < k6, = 0) e R(O< Z, <w,

6, =1
0<ZS(2 <ks§’54:1)

0<Z o < ksz R

e(1-P(Z |<w| |Z |<k,56,=0))eP(0< Zo <wg

(2P(wy)-1]o[F 2 (W )] [2P(k, )-2D(w, )] o [F . (w.)])
([(2P(kz)-1]o[F . (k)]0 [2P(k,)-1] o [F . (k. )])

P =P(Zy |<wy| | Z < ks, 6, =0)e(1-F(0<Z <we| 0<Z; <k

29
52

52 =1))
o, =1)

e P(Z |<w| |Z |<k,6,=0)eP(0< Z, <wg| 0<Z; <k,
(2P(wp)-1]e[F . (k)-F . (we)] @ [2D(w,)-1] o [F . (wg.)])
(2P(ky)-1] o [F (k)] o [2D(k)-1] o [F . (k)]
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P == Zy K wy| 1Z [k 8,=0) e BO<Z, <wy| 0<Z <k..6,=1)
oP(Z |<w| | Z <k, 8,=0)0 PO< Z, <wy,| 0<Z, <ky,8,=1)
_ ([2P(ks)-20(wy )] o [F o (W )] @ [2D(w)-1] o [F . (W )])

(2P(ky)-1] o [F . (k)] @ [2P(k,)-1] o [F . (k)]

Pos =P Zgl<wy| | Z |<k3,6,=0)0P(0<Z, <wg| 0<Z, <ky,.,5,=1)
o (I-P(Z |<w| |Z,|<k,,6,=0)e(1-P(0< Z, <wy,| 0<Z, <ky,5,=1)
2Pk e[F . (k)] [2P(k)-2P(w )] [F 2 (k2 )-F . (wi:)])

([2P(k)-110[F (k)]0 [20(k, )11 o [F . (k2)])

Py =P Zy |<wy| 1 Z <Ky, 6, =0)e(1-R(0<Z; < wa| 0< Z. <kg0,=1)
e P(Z |<w.| | Z.|<k.,6,=0)e(1-P(0< Zg < wse;‘ 0<ng <kse;,54 =1)
(2P(wg)-1]o[F 2 (kg )-F » (W) o [2D(w:)-1] o [F . (k2 )-F » (w2)])
([(2P(ks; )-1]o[F . (k)] o [2D(k,)-1]o[F . (k)]

Pos =P( Zy < wy| | Zy [<ky,8,=0)0(1-P(0< Z, < wa| 0< Zg, <kg,6,=1)
e (1-P(Z |<w]| |Z < k.6 =0))0P}‘(0<ZVS§ < ng‘ O<ZS3 <kg,
(RP(wz)-1] o [F o (kg)-F o (W )] @ [2D(k)-2P(w )] o [F . (wg.)])
((2P(k)-1] o [F (k)] o [2P(k,)-1] @ [F . (k)]

6, =1)

P =(=P.( Zg |< wy| | Z5 <k, 6, =0)eF(0<Z; <we| 0<Zg, <kg;,6,=1)

eP(Z |<w| |Z |<k,5,=0)e(1-P(0< Z, < WSCZ\ 0<Z; <kg,0,=1)
2Pk )-2P(wp)] o [F o (Wi )] @ [2P(w)-1] 0 [F . (k2 )-F . (w:)])

((2P(ky)-1] o [F . (k)] @ [2D(k,)-1] o [F . (k)]

2
e

Po=1-P(Z5 w}‘ | Z5 |<ks,0,=0))e P(0< ng < wsz\ 0< ng <kS3,52 =1)
o(I-R(Z |<w| |Z,|<k.6,=0)eR(0<Z, <wg| 0< ZSg <kg.6,=1)
([20(k5)-2@(w )10 [F . (w. )] [2P(k;)-2P(w )] o [F . (W, )])

([(20(kz)- 1oL F . (kg )] o [2(k;)-1] o[ F . (k. )])

pn=0-F(Z;< W}‘ | Z5 [< k.6, :0))°(1'P,4(0<Zsrz <Wga

0<Zy, <k, =1)

. (2-6)
o P(1Z. [<wy| |Z;|<k.,6,=0)0 LO<Z, <wp| 0<Z, <k,.6,=1)
([(20(kz)-2P(w)l o [F 2 (ko )-F . (W) ] o [2P(w)-1] o [F . (W )])

([2P(ky)-1]o[F . (k)] o [2P(k)-1]o[F . (kg )])
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Po=PAZ5 [<we| 125 [<k;,6, =000 (1-P(0<Z, <wg| 0<Z <ky,5,=1)
e(1-P(Z |<w.| | Z |<k,,0,=0))e(1-P.(0< Z < wsg‘ o%zsz <kg.5,=1)
((2P(wy)-1]0[F . (kg )-F (W )] @ [2P(k)-2D(w, )] o [F . (k2 )-F » (w2 )])

([2D(ks;)-1]o[F . (k)] o [2P(k)-1]0[F . (k)]

P =(—-P( Zy |<wg| | Z; |<ky,6,=0))e P.(0< Z, < wa| 0< Z, <kg,6,=1)
¢ (I-R(Z |<w| | Z, |<k.,5,=0)e(1-F(0<Z, <wy| 0<Z, <k,,5,=1)
([20(k5)-2P(wi )1 o [F (k2 )-F . (W) o [2P(w: )-1] o [F . (k2 )-F . (w2 )])
) (2P(k)-1 o [F . (k)] o [2(k,)-1] o [F . (k)])

Pu=(-B(Zy [<wy| | Zg K ky 8, =0) 0 (=PO<Zy. <w| 0<Z <ky..8,=1)
e P(Z |<w.| | Z, |< k.,5,=0)e(1-P(0 <Z;< WSS‘ 0<Zg; <kg.0, %1))
([2P(ks)-2D(wy)] o [F o (w:)] @ [2P(k)-2P(w)] o [F . (k2 )-F . (w)])
(2P (ky)-1]0[F . (k)] o [2P(k,)-1] o [F . (k)])

Pis = (=P Zy [<wy| 1 Zy [< by, 6, = 0) o (1- PO < Z, <w,

0<Z, <kg,6,=1)
*(1-P(Z |<w| | Z. < k., 6, = 0) ¢ LO< Z, <wg| 0<Z, <ky.,0,=1)
([20(k5)-2P(wi)] o [F » (ko )-F ()] o [2P(k)-2P(w, )] o [F . (W )])

2Pk )-110[F . (k)] o [2D(k)-1] o [F . (k)])

15
Pors =1- zpm

i=01

29
Se

To facilitate the computation of the performance measures, W W, k

- ks2’ w-,

we» ke and ke, will be specified with the constraint that the probability of a sample
falling in the warning limits is same for both the Z.-7 . charts and 7Z--7 o charts,

when the process is in control. Thus,
P(Zylcwy| |Zy|<ky,6,=0)-P(|Zg |<wg| |Zg|<kg,8,=1)

(2-7)
:Pqu; |<W;‘ |Z; |<k;>53:0)'R(|ZS3 ‘<WS3 |ZS3 |<k53’54:1)

implying, w. =w.-=w , k;

=k =k, w

o T Wo T W, and ko =kga =k, - Hence,

Pos = P> Pos = Poz > Pog = Poo = Poii = Pos > Pois = Poiz and Pois = Pois -

If both we = w- =0, L T =0 and L=t =t =t =1, then the joint VSI

3 Uy
Z}'Z o charts and ZE_Zsj charts reduce to the joint Z}'Z o charts and ZE_Zsj
charts with fixed sampling interval (FSI) ¢, .

3. COMPARISON OF CONTROL CHARTS
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Sampling schemes should be compared under equal conditions; that is, VSI and FSI
schemes should demand the same average sampling interval under the in-control period.
That is,

Elt, 1Z; 1<kl Zyo K bl Z, 1<K | Zgs 1< Ky | 6, = 0,68, = 0] =1, 3-1)

Based on the equation (3-1), equation (3-2) can be formulated as follows.

i Dot (Poy + Pos + Poa + Pos Tt (Pos + Pog + Pog + Pog + Pro + Porn )Tty Doy (3-2)
15 (1= poy = Por = Pos = Poa) =1
Simplifying,
(@ (w, ) [ (41,-161, + 241,161, + 41, ) (F . (w, )]
+(80,-241, + 241,-8t5 )0 F . (w,)o F . (k, )+ (42,81, + 415)e (Flz (k, ))2]
+ @ (w,) [(-42, +122,-12¢, + 41, ) e (Fzz(wz ))2 +(8¢,-24¢, + 241,-8t, )o D (k, )o (Flz (w, ))Z
+(-82, +161,-8t, )o F . (w,)e F (k2)+ (16t3—32t4 +161; )0 d(k,)o F . (w,)e F . (k;)
v (at,+ 410 (L () + 81,86 )0 0 (k) (F . (k) (3-3)
12ty 1, )o (7 () + (a5 81 4t4) o(k,)e (F ., )}
+(2t2—213)0F12(w2) F (k) + (-8t + 81, )o d(k, )e sz(wz) F . (k;)
b (41,80, +41,)0 (@ (k) o (F (0, ) + (61, )0 (F . (k)
+(-41, +41,)e 0 (k, )e (F ( k))Z (81,-815 )e (cb(k))ZOF (w,)e F . (k)
+ (a4, (@ (k)P *(F L (k,)F 1= 0

where <I)() denotes the standard normal cumulative function, and Fl ) () denotes the X

cumulative function.

The warning limit is derived as follows.

W = qj-l('bi— Vb-4ac J (3-4)
2a
where
a = (41,161, + 240,161, +41,) o (F . (w, ) + (8,-241, + 241, 8z)-sz( w,)o (k) + (4180, +41)o(F . (k,)f
b= (-4t, +121,-126, +41,) s (F . (w ))z (8¢,-24t, +241,-8¢, )0 (k) [F . ( )Q 81, +161,81, )0 F 1 (w,)o F., (k)

+<16z3-szz4+16t5>-¢><k1>-Ff(wz)-@z(km(-zng+4t4)-( () + 8180 )o (J-(Flzw

¢=(t-21,+1,)e (FZZ (w, ))Z +(-41, + 81,41, )o D (k, ) o (sz (w, ))2 +(2,-21, ) 0 F, (w,)e F. (k,)
(81, 80,)0 D (kK)o F L (w)o F . (k, )+ (41,81, + 41,)o (@ (k) o (F . (w2 )f + (11, )o (7L ()
b (at, +4,)o d (ko (F () + (81,81, )0 (@(k, )  F . (w,)o F, (k) + (41,41, ) (@5, ) o (F . (&,

However, to obtain w  and let O<w <k , the constraints
©>f >t, >ty >t >t, >t; >0, and 0<w, <k, are required. Thus, the warning limit

w, can be obtained by using equation (3-4) and choosing a combination of specified five
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VSIs, (¢,t,,t,,t,,t;), w, andthe FSLz, .
In this paper, the VSI scheme is compared with the FSI scheme and the sampling

scheme was considered to be better than another when it allowed the jointZ. -Z _, charts
and Z_-Z _, charts to detect changes in the means and variances on step 1 and step 2

faster.

4. PERFORMANCE MEASUREMENT
The speed with which a control chart detects process shifts measures the chart’s
statistical efficiency. For a VSI, the detection speed is measured by the average time from

either mean or variance or both shifting until either Z. -Z ., or Z_-Z _, charts or both

S 2
signal, which is known as the adjusted average time to signal (AATS). That is, the AATS
is the mean time that the process remains out of control.

Since T,. ~exp(—=At), t>0,the occurrence time until the special cause occurs.

Hence,

AATS = ATC—% (4-1)

The average time of the cycle (ATC) is the average time from the start of process until
a true signal is obtained from one of the proposed charts (see Costa (1997)). The Markov
chain approach is allowed to compute the ATC due to the memory-less property of the
exponential distribution. Thus, at each sampling, one of the 51 states is assigned based on

whether the process step is in or out of control and the position of samples (see Table 4.1

th

for the 51 states of the process). The status of the process when the (i +1)" sample is taken

and the position of the i” samples on the joint Z.-7 ., and Z -7 , charts define the

S2
transition states of the Markov chain. The joint VSI Z.-7 . and Z-Z g2 charts

produce a signal when at least one of the samples falls outside the control limits. If the
current state is any one of the States 1~48, then there is no signal. If the current state is
State 49, it indicates that at least one false signal came from the first process step and that
the process is adjusted unnecessarily. State 49 instantly becomes any one of the States

17~32 with a probability of P,,_,, j=17~32.  Any one of the States 17~32 thus transits

to any other state after a sampling time interval. State 50 is similar to State 49. If the
current state is any one of the States 1~50, then it may transit to any other state, hence

States 1~50 are transient states. The absorbing state (State 51) is reached when a true signal
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occurs.

Insert Table 4.1

Let P be the transition probability matrix, where P is a square matrix of order 51.
Let F,,(¢,) be the transition probability from prior state i to the current state j with
sampling interval ¢, where ¢ is determined by the prior state 1,
i=12,..51,j=12,.,5Lm=1273,4,5. The transition probability, for example, from state 1
to state 4 with sampling interval ¢, and fixed sample size » is calculated as
Rt)=P(T . >t)ePZ eI, Z,ecl, Z,el, . Z,cl, |6=6=0,6=56=1)

= (e 20 (w) = D (F 2 (k) = F . (w))(F, ()

The calculation of all transition probabilities is shown in Appendix.

From the elementary properties of Markov chains (see, e.g., Cinlar (1975)), the ATC is

derived as:

ATC=0'(1-Q)"t+b'(1-Q)'M, +b'(1-Q) (4 )T,
(4-2)
where b :(poppozapoypoz,pozn Pos> Por> Poe> Poss Prow Pos> Por» Pors Por» Pors Poreds----- -O) is the vector of

starting probabilities for State 1~ State 50, where the first sampling interval has probability

Do (see equation (2-6) for calculation) of being the longest (or State 1 with probability
Do) » the probability pg, + p,; + p, + p; of being long (or State 2~ State 5 with
probability PosPo>Pos Lo , respectively) and the probability
DPos T Po7 + Pos + Pos + Pro + Pos  Of being median (or State 6~State 11 with probability
Pos> Po7> Pos> Pos> Pro» Pos » Tespectively), the probability p,,, + py; + Poin + Poi; Of being
short (or State 12 ~ State 15 with probability p,,, p;;, P, p;;. respectively) and the
probability p,,,of being the shortest (or State 16 with probability p,,,); | 1is the identity

matrix of order 51; Q is the transition probability matrix where elements represent the

transition probability, P, ;(,), from transient state i, i=1,...,50, to transient state j,
7=1,...,50, m=1,2,3.4,5; M;, =(00,..,0,7,,T,) is the vector of in-correct adjustment
time for Statel ~ StateS0; t=bb bbbk kkk i lllbbbbbbbllslslodlolob bbb lslbbb b lol oottt f.

is the vector of the VSIs for statel~state 50, where f,, is the average time of sampling
interval for State 49, and f., is the average time of sampling interval for State 50, the
calculation of ¢, and t;, is shown in Appendix; A is the vector of transition probability,
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P 4 (t,) , form transient state i, i=1,...,50, to absorbing state 51, m=1,2,3,4,5; T.is the time
to adjust any process step correctly.
5. AN EXAMPLE

An example of process control for automobile braking system is presented, and the
data of the process are measurements of roll weight and bake weight. Let variables X=roll
weight and Y= bake weight be measured from the end of the second process step. The bake
weight produced in the second step is influenced by the roll weight produced in the first
step. Thirty-five samples of size two (X, Y) are taken from Wade and Woodall (1993). A
machine is used in the process steps. The machine could only fail in the first process step
and affects the X-variable with probability 0.75 (v=0.75), or only fail in the second process
step and affects the functional relationship (or e-variable) with probability 0.25. The

failure rate of the machine is 0.1 time per hour (or 2 = 0.1). Presently, the joint FSI Z_
-Z , or Z; -Z . control charts are used to monitor the shifts in means and variances on

the two process steps every hour. Information about the state of the process steps is
available only through sampling. When the control charts indicate that at least one of the
process steps is out of control, it requires adjustment. Sometimes, the process steps may be
adjusted unnecessarily when at least one false signal occurs. The average incorrect
adjustment time of the process step is 1.0 hours (7, =1.0), and The average correct
adjustment time of the process step is 2.0 hours (or 7, =2.0). The FSI Z, and Z-
charts have control limits placed at +3 with a false signal rate of 0.0027 and the Z _,
and Z 52 charts have control limits placed at 9 with false signal rate 0.0027, respectively.
Thus, approximately 10.8 false alarms are expected per 1,000 samples and have an
in-control average run length (ARL) 0f 92.59 hours if T, = 0 and7, = 0 . The calculated
AATS of FSI charts is 2.1 hours using equation (4-2). The slowness with which the
FSIZ.-Z ., and Z -Z 52 control charts detect shifts in the out-of-control process steps

has led the quality manager to propose building the Z -7 , and Z -Z , control

charts with specified VSIs, (¢,¢,,t,,t,,¢)=(0.001,0.002,0.01,0.02,1.1).
The first 25 samples are used to establish the reference line of Y and X and then
construct the Z; -Z 52 and Z-Z g2 control charts. After delete the out-of-control

sample no. 3, the fitted regression model is

Y, = a,+aX,=8282+056229X,.

g
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Thus, the residuals (¢;) are obtained by _YA“ . The estimated in-control distributions of
i

— 3 _ 1.3525° 3 0.7873*
X and e are X~N|210.125, 5 and e ~N| 0, 5 )

The estimated out-of-control distributions of X and e are

2.9746>

219112
;@v[zn,z, ) (or 6,=11241and 5, =21993 ) and E~N(O.7868, : J (or

0, =14133and 6, = 2.7831).

The construction and application of the proposed VSI Z_-Z , and Z--Z _, control
charts is illustrated. The following are the guidelines for using the proposed charts:
Step 1: Let the factors of control limitsk, =3 and &, =9.0, in order to maintain the

average false signal rate at around 10.8 per 1000 samples. The reciprocal of 10.8

false signals is also the ARL, but for the in-control case of o6,=0J,=0 and
0,=0,=1.

Step 2:  The average incorrect adjustment time of the process steps is 1.0 hours (7, =1.0).
The average correct adjustment time of the process steps is 2.0 hours (or
T =20).

Step 3: For out-of-control stepl, the estimated shift scales ared, =1.1241 and J, =2.1993;
for out-of-control step2, the estimated shift scales ared, =1.4133 and 0, = 2.7831.

Step 4:  Since 0<t,<t,<t,<t,<t,<oo is required, and for performance of process control
we adopt the combination (t,,¢,,£,t,,¢)=( 0.001,0.002,0.01,0.02,1.1).

Step 5: Letting ¢,=0.001, ¢, =0.002, ¢ =0.01, ¢,=0.02, = 1.1, t,=1, k=3 and
k, =9.01n the equation (3-4) leads to w,=1.5and w,=5.5.

Step 6: From equations (4-1) and (4-2), the AATS of the VSI charts is 1.17h. Compared to
FSI charts, the VSI charts save detection time 44.29%.

The structures of the proposed VSI Z_-Z , and Z_-Z _, control charts are in Figure

4.1.
UCL . =k =3 UCL, =k =3
UWL . =w, =126 UWL . =w, =126
CL. =0 CL. =0
LWL . =-w, =-1.26 LWL , =-w, =-126
LCL . = —ky=-3 LCL . =—k, = -3
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(1) Z; chart (2) Z. chart

UCL ., | =k, =9 UCL,, =k,=9
UWL. , =w, =45 UWL =w, =45
LCL, =0 LCL ~0

(3) Z ., chart 4) Z 52 chart

Figure 5.1the VSI Z_-Z _, and Z.-Z _, control limits
With the design parameters determined, the VSI Z.-Z , and Z_-Z _, control

charts can be used for controlling the process of automobile braking system with incorrect
adjustment. According to the VSI scheme, the first sampling interval is determined by
random and the other sampling intervals are determined by the position of samples. An
example using the VSI charts is introduced. When the process starts, a random procedure

decides the first sampling interval #=1.1 hours with sample of size two. The first sample

with means and variances is (Z;l = O.461,ZS2 =0.2765,Z_ = —2.1259,ZS2 = 0.2550). Since

three of the plotted points fall within the central regions but the other falls within the
warning regions, the second sample will be observed adopting a sample of size two after

t,=0.02h. The second sample is (z;=-2.1691, zg =0.00, z.=-0.4990, Zg =0.80606).

Since three of the plotted points fall within the central regions but the other falls within the
warning regions, the third sample (sample no. 4) will be observed adopting a sample of size

two after £, =0.02h. The third sample is ( z; =0.9860, Z, =0.00, z, =0.0635,

z ., =0.8066). Since all plotted points fall within central regions, the fourth sample will be

observed after #,=1.1h. The process continues until at least one signal is obtained and the

process is stopped and adjusted.
The constructed VSI charts are used to monitor the samples from number 26-35 (see

Figures 5-1).

Z(X-bar) chart Z(Sx"2) chart

UCL= 3.00+
UWL=1.26

CL=0.00
UCL=9, 0 e o e e e e e e e o

UWL=4.5 4 e —_—— e — —
LCFO_OAM

LWL=-1.26

LCL=-3.00+
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Z(e-bar) chart Z(Sen2) chart

UCL=3.00

UWL=1.26
UCL= 9.0

CL= 0.00

LWL=-1.26 UWL=4.5

LCL=-3.00 LcL= 0.04

No. of samples No. of samples

Fig. 5-1-a Fig. 5-1-b

We find outliers, sample no. 26, 28, 34 and 35, occur on Z_ chart; outlier, sample no. 30,

occurs on Z, chart; no outlier occurs on Z, chart; outliers, sample no. 29, 30, 32, and
34, occuron Z e chart.

To compare the performance between the VSI and FSI control charts in the example,

we consider nine combinations of v, %, T, and7, using orthogonal array L, (3*). Table
5.1 shows the AATSs of VSI and FSI charts. The detection time of the VSI Z_-Z g2 and

Z. -7 ., charts has been reduced from 13.64% to 80%. The VSI scheme improves the
sensitivity of the FSI Z_-Z , and Z_-Z _, charts. Hence, the proposed VSI control

charts outperform FSI control charts.

Insert Table 5.1

Furthermore, sometimes engineers cannot specify the VSIs. The optimal VSI

Z.-7 ., and Z_ -7 . control charts are thus suggested. The optimal VSI of the proposed
charts are determined using optimization technique, Quasi-Newton approach in Fortran
IMSL BCONF subroutine, to minimum AATS under the constraints 0 < w, <3,0 < w,
<9, 0<t,<t,<t,<t,<1<t,<2 and nine combinations of v, A, 7, and 7.  as described in

Table 5.1. The optimum VSIs and minimal AATS are illustrated in Table 5.2. We found that
the optimum VSI Z_ -7 . charts and Z.-Z . charts all work better than the

Z.-7 ., charts and Z--Z _, charts with specified VSIs. Compare to the FSI control

charts, the optimal VSI charts may save the detection time from 17.53% to 90.91%.
Consequently, the performance of the optimal VSI charts is better than the specified VSI
charts, and the specified VSI charts outperform the FSI charts.

From Table 5.2, we find that the optimal VSIs are very robust in the 9 combinations of
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parameters. The robust optimal variable sampling intervals arez; =0.002, ¢, =0.002,

£=0019 , £=002 and £ =1.000 . Technically, we may let

*

t; =t, =0.002ands; =, =0.020. Consequently, the five VSIs may be reduced to three VSlIs,

ti=t,=0.002, ¢ =£,=0020 and # =1.000, for simplifying the proposed optimal

VSIZ.-Z ., and Z_-Z _, control charts and giving better performance. An application of

using the robust Z:-Z7 , and Z-7Z o2 control charts with three VSIs is introduced. If all

plotted points fall within central regions then the longest sampling interval,, =1.000, is

adopted. If any two or three plotted points fall within central regions and the others fall

within warning regions then the medium sampling interval, ¢ =¢ =0.020, is adopted. If no
or one plotted point falls within the central region and the others fall within warning

regions, then the next sample should be taken instantly (z; = ¢, = 0.002).

Insert Table 5.2

To examine the effects of detecting small and

median shifts (0.5<6,<1.5,1.5<6,<2.0, 05<6,<15 and 1.5<5,<2.0) in process
means and variances for the optimum VSI Z_-Z ., and Z_-Z _, control charts. Table

5.3 provides the AATS of the optimum VSI and FSI schemes, which are obtained under the

constraints 0 < w, <3,0< w, <9, 0<t,<t,<t,<t,<1<¢,<2 and sixteen combinations of
v, A, T;, T.,6,,58,, 6, and &, based on orthogonal array L, (2") table. The two levels
of these parameters are v=0.1,0.75, 4=05,1.0 , 6,=0515 , &,=15720 ,
5,=05,15,5,=15 20, t,=1.0, £, =0.001, 0.0035, #,=0.004,0.006, ¢, =0.0065, 0.001 ,
t,=0.16, 0.18, £, =15, 2.0, (T,,T)=(0.51.0),(1.53.0),and n=5.

When comparing the AATS between the FSI and the optimum VSI Z_-Z . and

Z -7, control charts it can be seen that the performance of the optimum VSI
Z.-7 ,and Z -7 , control charts is better for detecting small and median shifts in
process means and variances. The optimum VSI Z_ -7 , and Z.-Z _, control charts

save detection time from 17.40% to 51.23% (in the cases examined) compared to the

FSIZ.-Z ., and Z_ -7 _, control charts.
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Insert Table 5.3

From Table 5.3, we find that the optimal ¢,,¢, and ¢, are very small. Technically, we
may adopt?, =, =¢, =0.01, £ =0.13 and # =1.35. Consequently, the five VSIs may
be reduced to three VSIs for simplifying the proposed optimal VSIZ. -Z , and
Z-Z 52 control charts and giving better performance.

From the results of data analyses in Table 5.2 and Table 5.3, we conclude that the five

VSIs may reduce to three VSIs in reality.
6. MISUSING Y AND S; CONTROL CHARTS

In many real situations, engineers may misuse Y and Sj control charts to monitor

mean and variance in the seconds step. Figure 6.1 shows the monitoring results of using
X-S! and Y -Sﬁ control charts. On the second step, there are four outliers, sample

n0.26, 28, 34 and 35, occur on the Y chart, and one outlier, sample no.34, occurs on Sy2
chart. Compare to Z--Z _, control charts, it indicates that misusing Y and Sj control

charts will lead to unnecessarily adjust the mean and underadjust the variance on the
second step.

X-bar chart Sx”2 chart

UCL= 212,994 s s s s e s s e s e

CL= 210.125 —_ —
UCL=9 o o o e e e e e e e

LCL=0-t=a=tad &AQ L‘.—.ﬁi d

Fig. 6-1-a Fig. 6-1-b

Y-bar chart Sy~2 chart

LCL= 207.256 4 = = o s s s e e ]

No. of samples

UCL=203.177 e e e s e e s s s e

UCL= 0 e e s o o e e s e e ]

LCL=0<—OA¢—L‘——¥¢£5J_L

No. of samples 24
No. of samples

Fig. 6-1-c Fig. 6-1-d

CL= 201.125 = |=—— —_—

LCL= 199,073t = = s s e s e e ]

7. CONCLUSIONS
The proposed VSI scheme, which controls the means and variances in two dependent

process steps with incorrect adjustment, substantially improves the performance of the FSI
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scheme by increasing the speed with which shifts in the means and variances of process

steps are detected. We have found that the VSI Z_-Z

soand Z--7 . control charts

always work better (in the cases examined) than the FSI Z -7 , and Z.-Z _, control
charts. Furthermore, the performance of the optimum VSI Z -z , and Z -7 ,
control charts outperforms the Z.-Z , and Z_-Z o2 control charts with specified VSIs,

and is thus recommended when quality engineers cannot specify the VSIs. The effects of
misusing control charts are also investigated.

This paper considered two dependent process steps which had incorrect adjustment.
However, a study of the variable sample size (VSS), variable sample size and sampling

interval (VSSI) or variable parameters (VP) Z.-7 . and 7Z--7 . control charts under

multiple dependent process steps with incorrect adjustment is an interesting topic for future
research. Other important extensions of the proposed model can also be developed. It is
straight forward to extend the proposed model to study VP control charts for attribute data,
EWMA -charts, CUSUM-charts or multivariate charts.

Table 4.1 Definition of 51 process states
state SC which the the the the which step
occurs?  step? position position position position over-adjustment?
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false signal comes from Z ¥ and/or Z 2 charts , but no signal comes

from the Z; -Z ., charts

no signal comes from the Z} -Z

SZ

from the Z; and/or Z _, charts

charts , but false signal comes

true signal comes from Z} -Z g charts and/or Z;-Z g2 charts

first step
overadjustment

second step
overadjustment

Correct adjustment

Table 5.1. The AATS of VSI and FSI charts under various combinations of parameters

L, table | combination of parameters AATS *save time
No. v A (Tf ,T) VSI | FSI (%)
1 025 | 0.25 (0.5,1.0) | 1.45]|1.91 24.08

L



0.25 | 0.50 (1.0,2.0) | 2.66 | 3.08 13.64
0.25 | 0.10 (0.5,1.5) | 0.64 | 1.52 57.89
0.50 | 0.25 (1.0,2.0) 24312093 17.06
0.50 | 0.50 (0.5,1.5) | 2.18 | 2.62 16.79
0.50 | 0.10 (0.5,1.0) | 0.22 | 1.10 80.00
0.75 | 0.25 (0.5,1.5) | 195|249 21.69
0.75 | 0.50 (0.5,1.0) | 1.72 | 2.21 22.17

9 0.75 0.10 (1.0,2.0) 1.17 | 2.10 44.29
*save time(%)=[(FSI AATS-VSI AATS)/(FSI AATS)]%

[c A ENTTe g LV, J E- UST ] )

Table 5.2 AATS of the optimal VSI and FSI charts under various combinations of parameters

Lo combination of other optimum solution AATS saved time
table parameters (%)
No. v A (T, T. (cep00.000)) (Wlwz) XSI FSI
1 025 052 (0.5}1.0 (1(;.002,0.002,0.019,0.020,1.00 §1.15,4.50 1.30 | 1.91 31.94
2 025 0(.)5 (1.0),2.0 (1(;.001,0.002,0.019,0.020,1.00 §1.23,3.50 2.54 | 3.08 17.53
3 025 O(.)l (0.5),1.5 (1(;.002,0.002,0.019,0.020,1.00 §1.09,6.79 0.25 | 1.52 83.55
4 0.50 052 (1 .0),2.0 (1(;.002,0.002,0.019,0.050,1.00 §0.73,7.00 1.89 | 2.93 3549
5 050 O(.)S (0.5),1.5 (1(;.001,0.002,0.019,0.020,1.00 §1.20,3.80 2.06 | 2.62 2137
6 050 O(.)l (0.5),1.0 (1(;.002,0.002,0.019,0.020,1.00 §1.09,6.75 0.10 | 1.10 9091
7 075 052 (0.5),1.5 (1(;.002,0.002,0.019,0.020,1.00 §1.15,4.60 1.79 | 2.49 2811
8 075 O(.)S (0.5),1.0 (1(;.001,0.002,0.019,0.050,1.00 §O.73,6.7O 1.39 | 2.21 3710
9 075 O(.)l (1.0),2.0 (1(;.002,0.002,0.019,0.020,1.00 §1.10,6.63 0.78 | 2.10 62.86

*constraints 0 <wl <3 ,2 <w2 <9, 0<t5<t4<t3<t2<I<t1<2. *save time(%)=[(FSI AATS-VSI AATS)/(FSI AATS)]%

Table 5.3 AATS of the optimum VSI and FSI charts under various combinations of parameters

LI




combination of various parameters VSI FST | save time
Wo | v | & | & |& |48 |* ] h.T Wy iy [ £ & t 4 | AATS | AATS | percentage

1(010|05 (15|05 15|05 (05 1.0)( 051905651 (0002 | 0002 | 0.010 | 0142 | 1491 129 262 | 50.76
2|1010|05 20|15 (2.0 10|15 30) 0554 5326|0002 | 0010 ( 0010 | 0.153 | 1.286 | 330 | 418 2105
3101015 |15|05(15|05( (15 30) (05299 5801|0002 | 0002 (0010 (0135|1493 321 | 458 12991
4|010| 1520152010 @05 1.0) [ 06505 (5370|0002 | 0010 [ 0010 | 0.136 | 1.287 | 144 | 217 3364
51010151505 (20|10 @05 1.0) [ 06542 | 5414 | 0002 | 0010 [ 0010 | 0.133 | 1308 | 147 | 230 36.09
6010152015 15|05((1.530) 05038 (6471|0002 | 0002 (0010 | 0.124 | 1.294 | 3.08 | 442 3032
7101005150520 10| (15 30) 06516 | 5384 | 0002 | 0010 [ 0010 | 0.135| 1.289 | 340 431 2111
8010052015 150505 1.0) 05063 (6301|0002 | 0002 (001001281293 119 | 244 5123
91075151515 (15| 10|05 1.0) | 05392 (6118 | 0002 | 0002 (0010 (0126 | 1.341 | 146 | 262 | 4427
10075152005 (2.0|05 (1.5 30) 05380 (5871|0002 | 0.002 [ 0010 | 0.134 | 1.350 | 310 | 402 1189
(07505 (15|15 15|10 (153.0)| 07330 | 6381 | 0001 | 0.010 | 0.010 | 0094 | 1.276 | 358 | 4.78 | 25.10
12|0.75|05 20|05 (20|05 (05 1.0) | 0.5006 [ 5881 | 0.002 | 0002 [ 0010 | 0.140 | 1.319| 1.15| 209| 4498
1307505151520 |05 (@05 10) 05292 (5901 | 0002 | 0002 (0010 | 0135|1322 | 1.22| 243 4979
14 |0.75 |05 |20 |05 15|10 (1.530) | 0.7354 [ 5231 | 0.010 | 0.010 [ 0010 | 0.124 | 1458 | 356 | 431 1740
1507515 | 15| 15| 20|05 (1.5 30) | 05418 [ 6201 | 0.002 | 0002 ( 0010 | 0.124 | 1.324 | 313 | 431 || 2738
16 |0.75 15|20 (05| 15|10 @05 10) 05554 (5701 | 0001 | 0010 [ 0010 (0139|1218 | 137| 225 3911

*constraints 0 < wl <3, 0 <w2 <16.25, 0<t5<t4<t3<t2<1<tl<2. *save time(%)=[(FSI AATS-VSI AATS)/(FSI
AATS)]%
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Appendix: The calculation of all transition probabilities
Notation:
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The transition probability can be expressed by the following general form.

L
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= \e "‘}k
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— * *, ok
ﬁzy‘,l ﬁzs)z_vz V2., J’ZSBZV4

where i=17 ;m=1j=17]18,..32;v, =12y, =12,v,=1,2;v, =1,2
i=18192021;m=2;=17]18,..32,v, =12;v, =12;v,=12;v, =12
i=2223,.27,m=3;j=1718,..32;v, =12;v, =12;v, =12;v, =122
i=28293031;m=4;=1718,.32,v,=12;v, =12;v,=12;v, =12
i=32 ;m=57=1718,.32;v,=12;v, =12;v,=12;v, =12
=1- Z ) where i=17]18,...32;m=1234,5
P,(t,)=0 j=123,...,32,49,50,m =1,2,3.

2 2
P,(t,)=P(Z; €I, g el Ziel, Z e1252‘74|)?1.~N[ﬂ,"7x] ,EZ.~N(53&,§§ "_eJ )

_ * xQ %
Yz, stgvz ﬂzm :stgm

where i=33 ;m=1;j=3334,..48v, =12;v, =12;v; =12;v, =12

i=34,3536,37,;m=2;j=3334,..48;v, =12,v, =1.2,v; =1.2;v, =12

i=3839,...43 ;m=3;=3334,.48;v, =12;v, =1.2;v; =12;v, =12

i =44,4546,47:;m=4;=3334,.. 48, =12v, =12, =12y, =12

i=48 m=5:=3334,. 48y, =12,v, =12,v, =12;v, =12
12 ) . where i=3334,..48:m=12345
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Po,130)=0, j=123,..163334,...51.

31
Rt9J(’49) Pyt Z 2o Fy Z 0k Pt )+ D P Bj(t,)+ Py P (55), j=1718...32
k=18 k=22 k=28
where
2
By =RZ el Z e] ,Z el, \Z,€l, | X~ I\Eu+51\/1 52 J )\(()FJ Z €l, Z e[ ,Z €l,,2,€l, )
o3 ei 2 n 3 ei 23
ﬂ ﬂzz ;v;
: vEL2,v2=12,v3=1,2v4=1,2, j=171819..32 and ZB&/
ﬁzf b, vz ® sz =z

21 27 31
and 1, =10 P, +1, ZBw:i ti;e ZP49=i +ti,e ZR@:i +i50 P, 5

i=18 i=22 i=28

Py, (65,)=0, j=123,..32495051.

43
B ft2)= PP )+ S PosP ()4 S Pos P ()4 S PP 1)+ By aPr 1), j=3334,..48
k=34 k=38 k=44
where

o

- o o
Ry=RZcl, .7 el, .7 el, %€l |Xl~~»{u,x GNo E T Gl Lyl Bl Zye )
g i gl i St i o3 ei Sy n n n i X3 i 23 4 3 ei 23

yZ} .ng .ﬂzag .ﬁ
V5, Vg, V=12 2=1213=124=12, j=33 34...,48 and ZB& =1
Yz, 'yzﬁ} ﬁ .ﬁlz _33

37 43 47
and f5, =t @ By, +1, 0 2P50=5 ti;e ZP50=; ti, 2P50=5 +1; 0 Py

i=34 i=38 i=44

Rs1,51 =1
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ON-LINE MONITORING USING VSI CAUSE SELECTING CONTROL CHARTS

Su-Fen Yang  Wan-Yun Chen
Department of Statistics
National Chengchi University, Taiwan
e-mail:yang@nccu.edu.tw

ABSTRACT
The article considers the variable process control scheme for two dependent process

steps. We construct the variable sampling interval (VSI) Z. - Z_, and
Z.-Z7 ., control charts in order to effectively monitor the quality variable produced by

the first process step and the quality variable produced by the second process step,
respectively. The performance of the proposed VSI control charts is measured by the
adjusted average time to signal (AATS) derived using a Markov chain approach. An
example of the process control for automobile braking system shows the application and

performance of the proposed joint VSI Z_ -Z ., and Z -Z , control charts in

detecting shifts in mean and variance for the two dependent process steps. Furthermore,

the performance of the VSI Z_.-7Z ., and Z -Z g2 control charts and the fixed
sampling interval (FSI) Z -7 , and Z. -Z _, control charts are compared via the

numerical analysis results. These demonstrate that the former is much faster in detecting
shifts in mean and variance. Whenever quality engineers cannot specify the values of

variable sampling intervals, the optimal VSI Z_ -7 , and Z.-Z _, control charts are
recommended. Furthermore, the impacts of misusing Z;-Z., charts to monitoring the

process mean and variance in the second step are also investigated.

Key words: Control charts; dependent process steps; optimization technique; Markov chain.

1. INTRODUCTION

Control charts are important tools in statistical quality control. They are used to
effectively monitor and determine whether a process is in-control or out-of-control.

Shewhart (1931) developed the X control chart which is easy to implement and has been

widely used for industrial processes. However, even though Shewhart X control charts,
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always monitor a process by taking samples of equal size at a fixed sampling interval (FSI),
they are usually slow in signaling small to moderate shifts in the process mean.

Consequently, in recent years several alternatives have been developed to improve the

performance of X control charts. One of the useful approaches to improving the
detection ability is to use a variable sampling interval (VSI) and/or a variable sample size
(VSS) control chart instead of the traditional FSI and/or fixed sample size (FSS). Whenever
there is some indication that a process parameter may have changed, the next sampling
interval should be shorter and/or the next sample should be larger. On the other hand, if
there is no indication of a parameter change, then the next sampling interval should be

longer and/or the next sample should be smaller.

The properties of the X chart with VSIs were studied by Reynolds, et al. (1988).
Their paper has been extended by several others: Reynolds and Arnold (1989); Amin and
Miller (1993); Baxley (1996); Reynolds, and Arnold, and Baik (1996). Tagaras (1998)
reviewed the literature on adaptive control charts. Very little work has been down on VSI

control charts for simultaneously monitoring process mean and variance. Chengular, et al.

(1989) detected process mean and variance using VSI X and R control charts.
Reynolds and Stoumbos (2001) discussed the properties of VSI X and MR control charts.
These papers show that most work on developing VSI control charts had aimed to solve the
problem of monitoring process mean.

However, these articles assume that there is only a single process step whereas many
products are currently produced with several dependent process steps. Consequently, it is
not appropriate to monitor these process steps by utilizing a control chart for each
individual process step. Zhang (1984) proposed the simple cause-selecting control chart to
control the specific quality in the current process by adjusting the effect of the in-coming
quality variable (X) on out-going quality variable (Y), since the in-coming quality variable
on the first process step and the out-going quality variable on the second process step are
dependent. The cause-selecting values (e ) are Y minus the effect of X, and the
cause-selecting control chart is constructed accordingly. Wade and Woodall (1993)
reviewed and analyzed the cause-selecting control chart and examine the relationship
between the cause-selecting control chart and the Hotelling T control chart. In their
opinion the cause-selecting control chart outperforms the Hotelling T control chart, since it
is easy to distinguish whether the second step of the process is out-of-control. Therefore, it
seems reasonable to develop variable control schemes to control dependent process steps.

However, the properties of the variable sampling interval (VSI) control charts used to
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control mean and variance on two dependent process steps have not yet been addressed.
Therefore, studying the performance of the joint VSI control charts on two dependent

process steps is reasonable. In this paper, the joint VSI Z_-Z , and Z_-Z _, control

charts with variable sampling intervals are proposed for the control of mean and variance in

two dependent process steps. In the next section, the performance of the VSIZ_-Z _,
and Z_-Z _, control charts is measured by the adjusted average time to signal (AATS),

which is derived using a Markov chain approach. Finally, we illustrate the application of
the proposed control charts using the example of process control for automobile braking
system on the process steps, and then compare the performance between the VSI

Z4-7 ., and Z;-ZS2 control charts and FSI Z:-7 , and Z;-ZSz control charts.

Whenever quality engineers cannot specify the values of variable sampling intervals, the

optimal VSI Z_ -7 , and Z_ -7 . control charts are suggested. Furthermore, the
impacts of misusing Z;-Z, charts to monitoring the process mean and variance in the

second step are also investigated.

2. DESCRIPTION OF THE JOINTVSI Z -7z ., AND Z_ -z ., CHARTS

Consider a process with two dependent process steps controlled by the joint VSI

Z+-7Z,, and Z;-Z , control charts. Let X be the measurable in-coming quality

variable on the first process step. Assume further that this process starts in a state of

statistical control, that is, X follows a normal distribution with the mean at its target
value, 11, and the standard deviation at its target valueo, ; let Y be the measurable

out-going quality characteristic of interest for the second process step, and follow a normal
distribution conditional on X. Since the two process steps are dependent, and the second
process step is affected by the first process step, then following Wade and Woodall (1993),

the relationship between X and Y is generally expressed as
YIX, = f(X,)+&,i=123,..m (2-1)
where, it i1s assumed that g ~ NID(0,6°). LetY instead of Y | X . If the function f( X))

is known, the values of the standardized error term gi* =w are called the
o

cause-selecting values since they are the values of Y, adjusted for the effects of X,. 1In
practice, the true function f(X,) is usually unknown and thus must be estimated using the

m observations obtained from the initial ;; samples of size one, and thus the estimate for
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f(X,)will be )A/i (Yang (2003)). The residuals,e =Y, _IA/i , are generated by the model

<

used. Hence, ¢ ~NID(0,5”). Consequently, the standard residuals el,* _t are called
o

e

the cause-selecting values. The X chart is thus constructed to monitor the mean of X, on
the first step, and the ¢ chart is constructed to monitor the mean of e, on the second
step.

However, in our study the chosen sample size is not one and the rational samples of
size (n ) are taken from the two dependent process steps. Plotting the sample data to obtain
a sample profile and then establish the reference line of Y and X (see Kim, Mahmoud and
Woodall (2003)). To monitor the mean and variance of X on the first step the X -§°

charts should be constructed, and to monitor the mean and variance of ¢ on the second

step the ;—Sez charts should be constructed. The X -S2? charts and E—S@Z charts are

called cause-selecting control charts.
For engineers to use the control charts easily, the sample means and sample variances

are standardized as follows.

— e
Z—:M~N(O,1), VA =w~12(n-1),

i O'X/\/; s o,
e n-1)S?
Zo == mNOD z, ="~ pan
e; O-e/,\/; ¢ O_e
(2-2)
. ZXU Z(Xy_Z)z _ Zeij Z(eﬁ—e’)z
where y, = - , S§P=2X , e =L and g2 =/
n ' n-1 o ¢ -1

i=123,m, j=123,.....n.
Assume that once a special cause occurs it affects the X-variable with probability v
and the functional relationship (or e-variable) with probability 1-v. That is, the mean of

X, shifts from 4, to u,+8,0, (5, # 0) and the variance shifts from &, to &0,
(5, > 1) with probability v, and the mean of the e, shifts from 0 to §,(5, = 0) and
the variance shifts from o, to 5,0, (5 . > 1) with probability 1-v. The out-of-control

distribution of X, and/or e will be adjusted to in-control state, once at least one true
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signal is obtained from the proposed control charts. Let 7 be the time until the
occurrence of special cause, and follow an exponential distribution of the form

f(t)=Aexp(-At) t>0 (2-3)
where 1/, isthe mean time that the process remains in a state of statistical control.

An in-control state analysis for the joint VSI Z} -Z .. and 7Z.-7 . control charts

is performed since the shifts in the process mean and variance on step 1 and/or step 2 do
not occur when the process is just starting, but occur at some time in the future. The

standardized samples ZrTz s and z - z,, are plotted on the joint VSI Z+-7 . and
7 - z,, control charts with warning limits of the form Two, Wes Tw and We s

and control limits of the form+ k}, k oo L k- and ks2 , respectively, where () < Wy < k} s

0<w, <k, 0<w- <k and 0< we <k (see figure 2.1).

UCL . =ky UC L. =k
UWL . =wy UWL . = w.
CL. =0 CL. =0
LWL . = -wy LWL _ = —w-
LCL . = —ky LCL _ = —k-
) Z} chart ) Z; chart
UCL, | =k, UCL., =k,
UL, =w,. UWL . =,
LCL . 0 LCL . 0
3 Z 2 chart @4 z s2 chart

Figure 2.1 The control limits of VSI Z - VA 52 and Z; -Z 5 control charts

The search for the special cause and adjustment in the first process step is undertaken

when the sample Z falls outside the interval (—k},k}) and/or when the zg falls

outside the interval (0, kg, ), that is when the Z and/or z . charts produce a signal. The

search for the special cause and adjustment in the second process step is undertaken when

the sample z- falls outside the interval (—k;,k;) and/or when the sample zg, falls
outside the interval (0’k32 ), that is when the Z. and/or z 5 charts produce a signal.

For a discontinuous process, the process steps are stopped to adjustment and then brought
back to an in-control state after a true signal is obtained from a control chart. The process is

not adjusted but continues when a false alarm is obtained from a control chart.
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The positions of the current samples in the joint Z.-7 . and Z7- Z .. charts

construct the sampling interval of the next sample.

We divide the proposed VSIZ.,Z ., Z. and Z _, control charts into the following

three regions (2-4), respectively.

= l— Wy W}J (central region) [ z, ( o ) (central region)
I, (—ky,-w} )U (w},ky) (warning region) I ( )(Warmng region) (2-4)
I, = [— k},k}J (control region) I ( ) (control region)
I, = ([-w;,wg]) (central region) I (0 ) (central region)

1, (—k; -wf)U (w;,k;) (warning region) I ( SZ, ) (warning region)
I, = [— k+ k;J (control region) ] z, = (O,ksf) (control region)

The first region, within two warning limits, is called the central region. The second
region, within warning limit and control limit, is called the warning region. The third
region, within control limits, is called the control region.

Since there are four charts, five VSIs are adopted,0 > ¢, > ¢, >, >¢, >, >0. If the

samples, Ty Zgia Zp and z 520 all fall within the central regions, /-, [ Zo, v ., and

x1°

I, , then the next sampling interval should be the longest (¢). If any three of the

samples fall within the central regions but the other falls within the warning region, then
the next sampling interval should be long (#,). If any two of the samples fall within the
central regions but the others fall within the warning regions, then the next sampling

interval should be in the middle (#,). If any one of the samples falls within the central

region but the others fall within the warning regions, then the next sampling interval should
be short (#,). If all the samples fall within the warning regions, then the next sampling

interval should be the shortest (z).

The relationship between the next sampling interval (¢, ,m =1,2,3,4,5) and the position

m?

of the current samples is expressed as equation (2-5).

G Zoel, N Zoel, NZel, NZ; el,
t, if Zf’elzf N Z € I ﬂ Z, e Izm N Zsf e IZ;,
or Zflelzf N Z2 ﬂ Z, e I, N Zsj e IZ;]
or Z.e€ ﬂZSzeI ﬂZeI ﬂZss/eI
or Z. EIZ;, N Z.e Zszlﬂ Z,e I, N Z, eI

z

z
521

522
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o if Z el [ Z, € Izgzzﬂ Z, eI, NZ

or Z el, N Zg € I%:zlﬂ Z,e I, NZ

or Z.el, N Z, € IZ;ﬂ Z,e I, N Z

or Z.el, Z, € IZS;ﬂ Z,e l, N Z, eI,

L, = or Zyel, N Z;e Izsvz’ﬂ Zoe I, N Z; e I,
or Z.el, Zg € I;;z,ﬂ Z,e I, N Z, € I

t, if Z el, N Z;e Izgzaﬂ Z,el,, N Z, eI, (2-5)

or Z. el N Zsi_e I;lﬂ Z,e I, N Z, e I,

or Zg/_elzyz N Zsz’e Izszzﬂ Z,e I, NZ, el

S, Zos

or Zi’elzhﬂ Z,e I, N Z,e 1, Nz, el
t, if ZE"eIZ)72 N Z,e I, N Z,e 1, N Z, el

Following Costa (1997), the first sampling interval taken from the process when it is
just starting is chosen randomly. When the process is in control, all sampling intervals,

including the first one, should have a probability of p, —of being the longest, a probability

of Pyt Pos T Pos T Pos of being long, a probability of Pos + Por + Pos + Poo + Pro T Pont of

being median, a probability of p .+ p.;+ po.+p,s Of being short, and a

16
probability of p of being the shortest, where zpm =1, py> Pp> Pu-- a0d pg .

i=1

are given by

Pa=P(Z; W}‘ | Z < ks, 6y =0)'Pr(O<ZS3 < W

O<ZS3 <k

29
S5

6, =1)

o P(Z |<w| |Z <k,8,=0)0 P(0<Z, <wn| 0<Z,<k,,6,=1)

sj‘

PO [F  (we )] 20w, 1o [F . (w,.)])
([2P(k )T [F 1 (kg ) o [20(k )1 o [F 1 (ko))

Po=P(Z;lkwy| 1Z;1<ky,6,=0)0P(0<Z, <wg.| 0<Z, <kg,5,=1)
o P(Z |<w| |Z |<k,5,=0)0(1-P(0<Z, <wg,| 0<Z,<ky,5,=1)

(PO )T [F, (9, )¢ 20w )-8 [F . (k. )F . (we)D
Pk -1 1F (k) @200k -1 [F (ko)D)

Pi =F.(Z; \<w}‘ | Z; |<k;,6,=0)0P(0<Z, <w,| 0<Z,<k,,5,=1])

«(1-R(Z |<w)| |Z |<k,8=0)eR(0<Z. <w,

e

(2D (wy 1] o [F - (w,. )] 0 [20(k, )2 (w, )] o [F . (w,.)])
2Dk 110 [F - (k)] o [2P(k )1 o [F . (K,)))

0<ng <k

29
Se

6, =1
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P =P(Zy |<wy| | Z5 < ky,8,=0)e(1-P(0< Zg, < wa| 0 <Zg <kg,5,=1)
o P(Z |<w| | Z.|<k;,6,=0)8 R(O<Z, <wy,| 0<Z, <ky,8,=1)
_(RPOwy )] [F (kg )-F (W )] [2P(w:)-1] o [F . (W )])
(2P(ky)-1] o [F (k)] o [2D(k)-1] o [F . (k)]
Pos =(0=P.(| Zg < wy| | Z |<ky,6,=0)) @ P(0<Z, <wg| 0<Z, <ky.,5,=1)

¢ P(Z |<w| |Z [<k.,0,=0)0 P(0O<Z, <wp| 0<Z;<ky.,0,=1)
(2P )-2D(wp)] o LF . (W )] [2P(w, )-1] o [F . (w2 )])
(2P(ks)-1] o [F . (kg )] o [2P(k)-1] o [F . (k2 )])

Pos =P Z5 |<wy| | Z |<ky,6,=0)e P(0< Z, < we| 0< Z; <kg,6,=1)
o (I-P(Z|<w| |Z|<k,6,=0) s (1=P(0<Zy, <wg| 0<Z; <ky,5,=1)
(2P(ky)-1]0[F . (k) o [2D(k,)-2D(w )] o [F . (k. )-F 2 (W )])
([(2D(ky)-1]0[F (kg )] o [2D(k, )-1] o[ F . (k.)])

Py =P Z5 |<wg| | Z5 [<k3,6,=0)e(1-P.(0< Z,< we| 0< Zg, <kyd,=1)
e P(Z < w;\ | Z; [<k,0,=0)e (1-P,(0< ZS; <Wg 0<Zs3 <kS3,54 =1))
RP(w)-1]8[F 2 (kg )-F . (w) o [2P(w)-1] 8 [F . (k2 )-F . (wg.)])
([(2P(ks; )-1]o[F . (k)] o [2(k, )-1]o[F . (k:)])

Pus = B Zy [<wy| | Zy [<kyn 6, = 0)0 (1= P(O< Zy. <w,.

0<Z, <kg;,6,=1)
e (I-P(Z |<w| |Z |<k,56,=0))eP(0< Z, <wo| 0<Z; <kg.,0,=1)
(2P(wy)-1]0[F o (kg )-F o (wg.)] @ [2P(k,)-2P(w. )] o [F . (w:)])

([2P(ky)-1] o [F . (k)] o [2O(k)-1] o [F . (k)]

25
S(

Poo =(1=P(1Z5 |<wg| | Z5 [<kz,6,=0)) e RO<Z, <wp| 0<Z <k,,5,=1)
oP(Z |<w| | Z.|<k.,6,=0)e(1-P(0< Z, <wn| 0<Z, <ky,,5,=1)
([2P(ky)-2P(wi )] o [F p (Wi )] @ [2(w,)-1] o [F . (ko )-F . (we2)])

(2D (k1] o [F . (k)] o [2D(k AT o [F 1 (k)

Poto = (1- B Zs [< we| | Z5 |< k.6, = 0) e B(O< Zy, <wy| 0<Z, <k
o(1-P(1Z. |<w| |Z;[<k,,0,=0))0 RO<Z, <wg| 0<Z; <kg,
([2P(k;)-2D(w )10 [F . ()] o [2D(k,)-2P(W )] o [F . (w2)])

) ([2P(ks)-1 o [F (kg )] o [2P(k)-1] o [F . (k)]

33’52 =1)
5421)
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Pon =(=P.(|Zy |<wg| | Zy |<ky,6,=0))e(1-P.(0< Z, < wa| 0< Z, <kg.0,=1)
*P(Z [<w| | Z;[<k.,6,=0)e L(O<Z; <wgl '0<Zss <kg.0,=1)
(2P (k3 )-2D(wip)]o[F . (ko )-F . (W )] o [2D(w)-1] 8 [F . (wg.)])
([(2P(k3)-1o[F . (k)] e [2P(k; )-118 [F . (k2 )])

(2-6)

Pon =P Zg [k wy| 125 < k5,6, =0)e(1-P(0<Z, <wy| 0<Z, <ky.,5,=1)
o(I-P(Z |<w| | Z. <k, 6, =0) e (1= P(0< Z, <wu| 0<Z, <kg,

PO [F (ko )F s ()] 0200k ) 200w )] 0 [F 1 (ko -F (w2
- (22118 [F (k)] [2D(k 1] o [F 1 (k)]

54 =1))

Pois == P Z5 [< wy| | Z5 1< k., 6, =0)eF(0<Z, <we| 0<Zg, <ky,6,=1)

e (1-P(Z |<w] | Z |<k;,53=0))-(1—1>,(0<233<w53\ 0<Zg <kg,,0,=1)

(k) 20(wp)] 8 [F s (ko )F (Wi )] 0 [20(w.)-1] 0 [F s (k2 )-F . (w)])
([(2P(ks)-1] o [F . (k)] o [2P(k )10 [F . (k)]

Pos =(1=P( Z; < W}‘ | Zy [<ky, 6, =0))e(1-F(0< ng < W

0 <ng <ks§’52 =1))
¢ P(Z |<w| | Z <k, 6, =0)0(1=R(0<Z, <wg,| 0<Z; < ks;,(i‘ =1))
([2D(k5)-2P(w)] o [F (w2 )] o [2P(k)-2P(w) )] o [F . (K )-F . (W )])
(2P(kz)-11o[F 2 (k)] [2P(k)-1] o [F . (K :)])

Pos = (=P Zg K wy| 1Z5 <k, 8,=0)0(1-F0<Z, <wg| 0<Z <k,
o(1-P(Z |kw| | Z |<k,0,=0)e PLO<Z, <wg,| 0<Z, <kg,

_(2P(ks)-2P(w ) o [F (ko )-F . (W )] 0 [2(k)-2P(w )] o [F . (w2 )])
(2P (ks )-1]o[F . (k)] o [2D(k)-1] o [F . (k)])

15
Pos =1- me

i=01

52 =1))
o, =1

To facilitate the computation of the performance measures, Wo s W, k

- ks2’ w-,

we» ke and ke, will be specified with the constraint that the probability of a sample

falling in the warning limits is same for both the ZX' Z .. charts and 7 -7 o charts,

when the process is in control. Thus,

P Zz < W}| | Z5; [<ky,6,=0)-F(Z; < W52| | Zg [<kg, 0, =1) (2-7)
=P(Z, |<W;| | Z; |<k;,53=0)-PV(|ZS3 \<WS3 |Zng |<k53,54=1)
implying, We T W Wk Tk Tk, we T w, Tw,, and ko =k, =k, - Hence,

Pos = Poa> Pos = Poz > Pog = Poo = Poii = Pos> Pois = Poriz and Pois = Pois -
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If both Wy = w. =0, W, =W, =0 and L=t =t =t =1 then the joint VSI

!

Z.-7 . charts and 7Z_-7 o charts reduce to the joint Z.-7 charts and 7 -7 .

charts with fixed sampling interval (FSI) ¢, .

3. COMPARISON OF CONTROL CHARTS
Sampling schemes should be compared under equal conditions; that is, VSI and FSI
schemes should demand the same average sampling interval under the in-control period.

That is,

i,

| Z5 <kl Z < Kyl Z; < Ky |ZS£2 I<k,,0,=0,0,=0|=¢,

(-1

Based on the equation (3-1), equation (3-2) can be formulated as follows.

5 11 15
f p01+t2(z;,po_/ )+t3(Z;,po_,- )+, Z;,po,- +15 Pos =1y
(3-2) j J ‘]
Simplifying,
(@ (w, ) [ (41,-161, + 241,161, + 41, ) (F . (w, )]
+ (81,2241, + 241,81, )0 F (w,)o F, (k) + (41,81, + 41,)o (F . (k, )} 7
+ @ (w,) [(-42, +122,-12¢, + 41, )e (FXZ (w, ))“ +(8¢,-24¢, + 241,-8t, )o & (k, )o (F/ (w, ))Z
+(-81, +161,-8t, )0 F . (wy ) F . (ky )+ (164,-32¢, + 161, )o D (k,)o F . (w, ) F . (k)
v (at, + 41,0 (F () + 81,86 )0 0 (k) (F . (k)
-2ty + 1) (7 (0, ) + (41, + 80,41, )0 0k, )o (F . ()
+(26,-26)0 F . (wy)o F . (ky )+ (-85, + 8, )o (k) F . (wy)e F .(k,)
v (41,80, + 41,)0 @ (k) o (F (0, )f + (61, )0 (F . (k)
v (at,+40,)0 D (k) (F () )F + (81,86 )o (@, ) o F L (w,)o F L (k. )
+ (4,48, P (@ (6 ) *(F L (k,)f 1= 0
(3-3)
where <I)() denotes the standard normal cumulative function, and F, () denotes the X*

cumulative function.

The warning limit is derived as follows.

b+ bA-
. qb(b_ Jb4ac J (34)
2a
where
0 = (41,161, + 240,161, +41,) o (F . (w, )] +(81,-241, + 241,81, )0 F . (w, ) o F . (k,)+ (41,81, + 41, )o (. (k, )

b= (41, +120,-126, +41,) o (F . (w3 ) +(8,-241, + 241,81, ) Bk, )o (F . () + (81, +161,-81,)0 F . (w, )0 . (k,)

X

(16,326, +161)0 0k, ) F () o F (k) + (41, + 41, )o (F, (1, ) + (81,81, o ok, )o (7., (i, )}

LXVIII



¢ = (20, + 1) (F . (w, ) + (41, +80,-41, )0 @ (k,)o (F . (w, )] + (20,20, )0 F . (w,)o F . (k)
(81, +80,)0 @ (k)o F L (w,)o F . (k, )+ (4,81, + 41,)o (@ (k) o (F . (. )f + (11, )o (7 &,
b (at, +4,)o D (ko (F (k) + (81,81, )0 (@(k, )  F . (w,)o F, (k) + (41,41, ) (@(k, ) o (7. (&,

However, to obtain w, and let O<w <k , the constraints
>t >t, >t >t >t, >t; >0, and 0<w, <k, are required. Thus, the warning limit
w, can be obtained by using equation (3-4) and choosing a combination of the five VSIs,
(t,t,,t,,t,,t;), w, and the FSL ¢, .

In this paper, the VSI scheme is compared with the FSI scheme and sampling scheme

was considered to be better than another when it allowed the jointZ, -Z _, charts and
Z.-Z7 , charts to detect changes in the means and variances on step 1 and step 2 faster.

4. PERFORMANCE MEASUREMENT
The speed with which a control chart detects process shifts measures the chart’s
statistical efficiency. For a VSI, the detection speed is measured by the average time from

either mean or variance or both shifting until either Z -Z _, or Z_-Z _, charts or both

S 2
signal, which is known as the adjusted average time to signal (AATS). That is, the AATS
is the mean time that the process remains out of control.

Since T,. ~exp(—=At), t>0,the occurrence time until the special cause occurs.

Hence,

AATS:ATC—%

(4-1)

The average time of the cycle (ATC) is the average time from the start of process until
a true signal obtained from one of the proposed charts (see Costa (1997)). The Markov
chain approach is allowed to compute the ATC due to the memory-less property of the
exponential distribution. Thus, at each sampling, one of the 51 states is assigned based on

whether the process step is in or out of control and the position of samples (see Table 4.1

for the 51 states of the process). The status of the process when the (i +1)” sample is taken,
and the position of the i” samples on the joint Z.-7 ., and Z -7 , charts define the
transition states of the Markov chain. The joint VSI Z_--Z , and Z -Z , charts

produce a signal when at least one of the samples falls outside the control limits. If the

current state is any one of the States 1~48, then there is no signal. If the current state is
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State 49, it indicates at least one false signal comes from the first process step then the

process is not adjusted and continues but State 49 instantly becomes any one of the States
16

1~16 with probability P, _ i j=1~16, 21349: ; - Any one of the States 1~16 thus transits to
j=1

any state of states 1~51 after a sampling time interval. State 50 is similar to State 49. If the

current state is any one of the States 1~50, then it may transit to any other state, hence

States 1~50 are transient states. The absorbing state (State 51) is reached when a true signal

occurs.

Insert Table 4.1

Let P be the transition probability matrix, where P 1is a square matrix of order 51.
Let £ ,(¢,) be the transition probability from prior state i to the current state j with
sampling interval ¢, where ¢, is determined by the prior state 1,
i=12,..51,j=012,..51,m=123,4,5. The transition probability, for example, from state 1
to state 4 with sampling interval ¢, and fixed sample size n is calculated as
Rt)=P(T . >t)ePZ eI, Z,ecl, Z,el, . Z,cl, |6=6=0,6=56=1)

= (e )2@On) =1 (F . (k) = F . (w))(F, (w,)

The calculation of all transition probabilities is shown in Appendix.

From the elementary properties of Markov chains (see, e.g., Cinlar (1975)), the ATC is

derived as

ATC=b'(1-Q)'t+b'(1-Q)'M, +b'(1-Q) (4T,
(4-2)
where b :(poppoz’poypozapo3>p06>p07’poevpoevp105p065p012:p013ap012’p013ap016’0>------O) is the vector of

starting probabilities for State 1~ State 50, where the first sampling interval has probability

P, (see equation (2-6) for calculation) of being the longest (or State 1 with probability
Do) » the probability pg, + py; + p, + Py; ©of being long (or State 2~ State 5 with
probability Po>PossPosPos , respectively) and the probability
Dos + Por + Pos + Pos + Dio + Pos Of being median (or State 6~State 11 with probability
DPos> Po7> Pos> Pos> Pro» Pos » Tespectively), the probability p,,, + py; + Poin + Poi; Of being
short (or State 12 ~ State 15 with probability p,,, p;, P, P13» respectively) and the
probability p,,, of being the shortest (or State 16 with probability p,); | 1is the identity

matrix of order 51; Q is the transition probability matrix where elements represent the
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transition probability, Pi,j(tm) , from transient state i, i=1,...,50, to transient state j,
=1,...,50, m=1,2,3.4,5; M_', =(00,..0,7,7T,) is the vector of in-correct adjustment

time for Statel ~ State50; =L tn bt bt bbb bbbbbbbbblddddbibbbbihihibibiil L) 18 the

vector of the VSIs for statel~state 50, where 7,, is the average time of sampling interval
for State 49, and ¢, is the average time of sampling interval for State 50, the calculation
of 1,, and f;, isshown in Appendix; 4 is the vector of transition probability, P (z,),

form transient state i, i=1,...,50, to absorbing state 51, m=1,2,3,4,5; T is the time to adjust
any process step correctly.
5. AN EXAMPLE

An example of process control for automobile braking system is presented, and the
data of the process are measurements of roll weight and bake weight. Let variables X=roll
weight and Y= bake weight be measured from the end of the second process step. The bake
weight produced in the second step is influenced by the roll weight produced in the first
step. Thirty-five samples of size two (X, Y) are taken from Wade and Woodall (1993). A
machine is used in the process steps. The machine could only fail in the first process step
and affects the X-variable with probability 0.75 (v=0.75), or only fail in the second process
step and affects the functional relationship (or e-variable) with probability 0.25. The

failure rate of the machine is 0.1 time per hour (or 4 = 0.1). Presently, the joint FSI Z_
-Z ., or Z;- Z ., control charts are used to monitor the shifts in means and variances on

the two process steps every hour. When a true signal occurs from the stepl/step2, it
indicates that it requires adjustment. The average time of searching a false signal is 1.0

hours (7, =1.0), and The average time of correct adjustment on the process step is 2.0
hours (or 7, =2.0). The FSI Z_ and Z- charts have control limits placed at +3 witha
false signal rate of 0.0027 and the Z , and Z _, charts have control limits placed at 9

with false signal rate 0.0027, respectively. Thus, approximately 10.8 false alarms are
expected per 1,000 samples and have an in-control average run length (ARL) of 92.59
hours if 7, = 0and7, = 0. The calculated AATS of FSI charts is 3.52 hours using

equation (4-2). The slowness with which the FSIZ_-Z _, and Z_-Z _, control charts

detect shifts in the out-of-control process steps has led the quality manager to propose

building the Z. - Z_, and Z - Z_, control charts with specified VSIs,

(£5.1,,15,1,,1,)=( 0.001,0.002,0.01,0.02,1.1).
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The first 25 samples are used to establish the reference line of Y and X and then

construct the Z. -Z , and Z_-Z 5 control charts. After delete the out-of-control

S 2
sample number 3, the fitted regression model is

Y, = a,+a.X, =8282+056229.X,.

Thus, the residuals (¢;) are obtained by _YA“ . The estimated in-control distributions of
i

2
X and e are Y~N[210.0625,Mj

2
and €~ N[O,O'858 j

Since the out-of-control sample number 3 is occurs on the step 2 not the step 1, hence it is

219112
used to estimate the out-of-control distribution of e . That is, e~N! (0.7868, 5 ](or

0, =14133and 0, =2.7831 ). The distribution of X is unchanged. That is,

(oro, =0.0 and 4, =0.0).

2
X ~ N(210.0625,Mj

The construction and application of the proposed VSI Z_-Z _, and Z_-Z _, control
charts is illustrated. The following are the guidelines for using the proposed charts:
Step 1: Let the factors of control limitsk, =3 and k, =9.0, in order to maintain the

average false signal rate at around 10.8 per 1000 samples. The reciprocal of 10.8
false signals is also the ARL, but for the in-control case of o6,=0J,=0 and
0,=0,=1.

Step 2: The average time of searching a false alarm is 1.0 hours (7, =1.0). The average
time of correct adjustment on the process steps is 2.0 hours (or 7, =2.0).

Step 3: For out-of-control stepl, the estimated shift scales ared, =0.0 and 6, =0.0; for
out-of-control step2, the estimated shift scales ared, =1.4133 and 6, = 2.7831.

Step 4:  Since 0<t,<t,<t,<t,<t,<oo is required, and for performance of process control
we adopt the combination (t,,¢,,£,,t, ,¢,)=( 0.001,0.002,0.01,0.02,1.1).

Step 5: Letting ¢,=0.001, ¢, =0.002, ¢ =0.01, ¢,=0.02, = 1.1, ¢, =1, kK, =3 and
k, =9.01n the equation (3-4) leads to w,=1.188 and w,=7.001.

Step 6: From equations (4-1) and (4-2), the AATS of the VSI charts is 3.04h. Compared to FSI
charts, the VSI charts save detection time 13.64%.

The structures of the proposed VSI Z_-Z , and Z_-Z _, control charts are in Figure
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4.1.

UCL ,_ =k =3 UCL, =k =3
UWL . =w, =1188 UWL . =w, =1.188
CL. =0 CL. =0
LWL ,_ = -w, =-1.188 LWL , =-w, =-1.188
LCL . = —ky=-3 LCL . =k, = -3
(1) Z; chart (2) Z. chart
UCL, =k, =9 UCL, =k=9
UWL. , = w, =17.001 UWL ., =w, =7.001
LCL, =0 LCL ~0
(3) z . chart 4) Z 52 chart

Figure 5.1 the VSI Z4-7 , and Z-Z, control limits
With the design parameters determined, the VSI Z. -7 , and Z_-Z _, control

charts can be used for controlling the automobile braking system. According to the VSI
scheme, the first sampling interval is determined by random and the other sampling
intervals are determined by the position of samples. An example using the VSI charts is
introduced. To monitor the process, a random procedure decides the first sampling interval

t,=1.1 hours with sample of size two. The first sample with means and variances

is( L= 0.004,Z , =0.261,Z- =-1.807,Z , = 0.184). Since one of the plotted points falls

in the warning region, but the other falls within the central regions, the second sample will

be observed adopting a sample of size two after long sampling time interval#, =0.02h.
The second sample is (z=-2.076, Zs =0.00, z=-0.4240, Zg» =0.583). Since one of
the plotted points falls in the warning region, but the other falls within the central regions,
the third sample will be observed adopting a sample of size two after long sampling time
interval #,=0.02h. The third sample is ( z;=0.9430, Zs =0.00, z-=0.0540, Zg, =0.583).
Since all plotted points fall within central regions, the fourth sample will be observed after
t,=1.1h. The process continues until at least one true signal is obtained and the process is

stopped and adjusted.

The constructed VSI charts are used to monitor the samples from number 26-35 (see

Figures 5-1).
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Z(X-bar) chart 2SN chart
UCL=3.007
UWL=L1879
CL=0.00 U900 = e e e e e e —
UWL=7.00] ] e e e e e e s s e o]
LWL=-1.1879
LCL=3.001 112000 +—* { Y f\_‘ : ° ‘ }:f !
% %
No. of samples No. of samples
Fig. 5-1-a Fig. 5-1-b
Z(e-bar) chart Z(Se™2) chart
UCL=3.001
UCLE9,(0 e e e e s s s e e e
UWL=L18791
UWLT01] = = = = = —— —— — —
CL=0.007
LWL=-1.1879
Wel=2imy L1000 —'3A N LN, A
ks %
No. of samples No. of samples
Fig. 5-1-c Fig. 5-1-d

We find outlier, sample no. 26, occurs on Z_ chart; outlier, sample no. 30, occurs on Z o
chart; no outlier occurs on Z, chart; outliers, samples no. 29 and 32, occur on Z o chart.

To compare the performance between the specified VSI and FSI control charts, we
consider sixteen combinations of v, A, t,~t;,0,~0,, T, and T using orthogonal
array L,,(2"”). The levels of the parameters are b=0.1,0.5, 1=0.05,0.1, & =0.51.5,

5,=1520, 6,-0515,8,=1520, t,=1.0, £ =0.001,0.0035 , ¢, =0.0040.006 ,

t, =0.0065,0.009, #,=0.12,0.15, £ =1.0,l.5 and n=5.

Table 5.1 shows the AATSs of specified VSI and FSI charts. The detection time of the
specified VSI Z4-7 , and Z-Z g2 charts has been reduced from 28.10% to 95.14%.

The specified VSI scheme improves the sensitivity of the FSI Z. -7 ., and

Z-7 , charts. Hence, the proposed VSI control charts outperform FSI control charts.

Insert Table 5.1

Furthermore, sometimes engineers cannot specify the VSIs. The optimal VSI
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Z.-7 ad Z. -Z 52 control charts are thus suggested. The optimal VSI of the proposed
charts are determined using optimization technique, Quasi-Newton approach in Fortran
IMSL BCONF subroutine, to minimum AATS under the constraints 0 < w, <3,0 < w,
<9, 0<t,<t,<t;<t,<1<¢,<2, and parameters as described in Table 5.1. The optimum VSIs
and minimal AATS under various combinations of parameters are illustrated in Table 5.2.
We found that the optimum VSI Z_ -7 _, charts and Z--Z 52 charts all work better than

the Z -7 , chartsand Z.-Z _, charts with specified VSIs. Compare to the FSI control

charts, the optimal VSI charts may save the detection time from 34.64% to 98.61%.
Consequently, the performance of the optimal VSI charts is better than the specified VSI
charts, and the specified VSI charts outperform the FSI charts.

Insert Table 5.2

6. MISUSING Y AND Sj CONTROL CHARTS

In many real situations, engineers may misuse Y and S yz control charts to monitor

mean and variance in the seconds step. Figure 6.1 shows the monitoring results of using
X-S! and Y -Sﬁ control charts. On the second step, there are four outliers, sample

n0.26, 28, 34 and 35, occur on the Y chart, and one outlier, sample no.34, occurs on Sj
chart. Compare to Z--Z _, control charts, it indicates that misusing Y and Syz control

charts will lead to unnecessarily adjust the mean and underadjust/overadjust the variance
on the second step. Incorrect adjustment of a process will increase in variability of the
quality of products and cost (Woodall (1986)).

X-bar chart Sx”N2 chart

UCL= 212,994 o e e e e e e

CL= 210.125 — —
UCL=9 o o e e e e e e e

LCL=02=e=2=d &éﬁ L—/Aé M

Fig. 6-1-a Fig. 6-1-b

Y-bar chart Sy~2 chart

LCL= 207.256 o s s s e s s s s e

No. of samples

UCL= 203,177 = —— — — — — — — —]

e ——r—

LCL=0<-OA¢—L‘——¥¢£5J_L

No. of samples 24

No. of samples
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Fig. 6-1-c Fig. 6-1-d

7. CONCLUSIONS

The proposed VSI scheme controlling two dependent process steps substantially
improves the performance of the FSI scheme by increasing the speed with which small and
median shifts in the means and variances of process steps are detected. We have found that

the VSI Z.-7Z ., and Z.-Z 52 control charts always work better (in the cases examined)
than the FSI Z -Z . and Z -Z 52 control charts for small and median 6,9, ,J;
and &, values. Furthermore, the performance of the optimum VSI Z_-Z , and Z.-Z 52
control charts outperforms the Z.-Z , and Z_-Z 52 control charts with specified VSIs,

and is thus recommended when quality engineers cannot specify the VSIs.

This paper considered to monitoring mean and variance on two dependent process
steps with variable sampling intervals. However, a study of the variable sample size
(VSS), variable sample size and sampling interval (VSSI) or variable parameters (VP)

Z.-7 . and Z--7 o control charts under two or multiple dependent process steps is an

interesting topic for future research. Other important extensions of the proposed model can
also be developed. It is straight forward to extend the proposed model to study VP control
charts or other control charts, such as attribute charts, EWMA-charts, CUSUM-charts or

multivariate charts.

Table 4.1 Definition of 51 process states

state SC  which the the the the process
occurs?  step? position  position  position  position adjustment?
of Z. OfZSf,- ofZ, OfZSi-
1 No _ 12)71 12531 IZﬂ [ngl No
) No _ IZ;“ [ZS%l ]Z;,l Izsgz No
3 No _ ]Zx'l ]ngI ]Zaz Izsgl No
4 No R IZ)?I [Z522 ]Zﬂ [ZSE1 No
5 No R ]Zm I Z, 1 Z) 1 zg, No
6 No . IZ;“ [ZS%l 127 IZsZz No
7 No _ 12)71 [ngz szl [ngz No
g No _ Iz;(l I 2, 1 7 1 zg, No
9 No _ ]Zm I Z, I Z 1 Zg, No
10 No . IZ)?Z I, ]ZH I, No
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42 Yes second No
]ZY 2 IZS,%I ]Z“ IZS}l
43 Yes second No
Iz)72 Izsg IZle IZSE21
44 Yes second IZXI ]ZS% IZ;z Izsg No
45 Yes second No
12,72 IZS%I Iz;2 Izsg
46 Yes second No
12)72 Izsxz Iza 125_32
47 Yes second No
12)72 125_32 IZE2 [ng1
48 Yes second No
IZ)72 IZS'32 1 - IZ,;gz
49 false signal comes from Z + and/or Z <2 charts , but no signal comes No
from the Z; -Z ., charts
50 no signal comes from the Z} -Z g2 charts , but false signal comes No
from the Z - and/or Z _, charts
31 true signal comes from Z- -Z s> charts and/or Z-Z ;. charts Correct adjustment

Table 5.1 AATS comparisons for the specified VSI and FSI charts under various combinations of parameters

T
combination of various parameters+ VSIS FSI2 save time <
Hod ve | £59 | g0 | 52 | gy | o 8 8ud o Sl e | (G T | we | wye | aATco| aaTsd aTce| AaTSd percentage |
19 | 014 0001 00044 00065] 0.12 1¢| 054 154 054 154 0059 (0.1,05)°| 041134 81520¢| 2097 097+ | 21864 186¢| 4785¢ |°
20 | 0.1« 00014 00044 00065 0124 10| 054 20| 154 20| 01| (005,01) 025064 136145 10424 0420| 11094 109 | 6la7e |0
3¢ | 014 0001¢| 00044 00094 0154 154 154 154 054 154 0054 (0.05,0.1) 001354 162499+ 2007 007¢| 21444 1440| 95140 |0
4o | 014 00015 0004 00095 0154 15] 15 20| 154 20| 019| ©1,05) 01132 923685 1094 0945| 11494 1495| 36910 |
5o | 0.1+ 00035{ 0006 00065 0124 15 154 154 054 20| 01¢| ©1,05) 023614 132497 1106+ 106<| 11574 1572| 32480 |
6¢ | 0.1+ 000354 D006 00065 0124 154 154 20| 154 154 0054 (0.05,0.1){ 022354 1621634 2056+ 056¢| 21334 1332| 57890 |
7o | 0.1+ 00035 0006 00094 0154 10| 054 154 054 20| 0.1¢| (VO5,01) 011674 923620 10324 0320| 11174 117| T265¢ |
8¢ | 0.1« 00035{ D006 00094 0154 10| 054 20| 154 154 0054 (0.1,05)| 019384 798200 2089 089<| 21744 174 | 48857 |
9: | 054 00015 00064 00065{ 0154 10| 154 154 154 154 01| ©1,05) 021534 80078- 1087 0874| 11774 1772| sogse |
10¢ | 054 0001 00064 00065] 015 1¢| 154 20| 054 2| 0059 ©05,0.1) 0.1820 84704+| 20304 030-| 21094 109<| 7248 |°
114 | 054 0001+| 00064 00094 012 154 054 154 154 154 01¢| 005,01) 02010 162499 1057 057 11424 142¢| 5986 |¢
12¢| 054 0001| 00064 00094 0.124 154 054 20| 054 2| 0054 (V.1,05)7| 031704 872200| 21104 110+ 21534 153¢| 2810 |
134 | 054 0.0035] 00044 D0065] D15 154 054 154 154 20| 0054 (0.1,05)7| 0.1985] 80880+ | 2103 103 | 21664 166¢| 37050 |0
147 | 054 0.0035] 0004 00065( 015 15 05 20| 05 154 01+ ©05,01) 00363 1596159 10364 036 | 112304 1300 | 72310 |0
15¢ | 054 0.00354 00044 00097 012 1¢| 154 154 154 22| 0059 ©005,0.1) 02139 1624994 2035 035+ 21214 221¢| 8416+ |
167 | 054 0.0035] 00044 00097 012 10| 154 20| 054 154 01¢| (01,057 02139 162499 1088 088« | 1167 167¢| 4731 |¢

*Save time percentage=[(AATS of FSI charts-AATS of VSI charts)/ AATS of FSI charts]100%

Table 5.2 AATS comparisons for the optimum VSI and FSI charts under various combinations of parameters

LXXVIII



combination of various parameters+ VSI¥ FSI¥ save thoe 4|

Hod ve| S S &4 S 2| (G700 we| we e | gie| He| gel| fe| artoce| aatsd ATCce| aaTsd| percentage
14 01+ 054 154 054 154 005 (0.1,05)7 0.1936: 8.45787| 0.00014 00104 00104 0.1437 1.000< 20907 | 090<| 21864 186¢| s1.61¢
24 014 054 204 154 204 0.104 (0.05,0.1){ 002904 100024 0.0001< 0.010< 00104 0158 14914 1031 | 031¢( 1109 109¢| 71567
2 0.1+ 154 15 054 1.5 005 (0.05,0.1) 0.0003 99999-| 0.0009( 0.002: 0.010+ 0.164 1500 20020 0020 2144 1440| 9861
44 014 154 204 154 204 0104 (0.1,05)| 010504 10,0091 0.0097: 0.010: 00104 0145 1.455{ 10920 092¢( 1149 1490 38260
s 014 154 154 054 204 0104 (0.1,05)| 0.1045{ 99583 0.0001: 0.010: 00104 0145 1518 1094 094+ 1157 1570 40130
64 0.14 154 204 154 154 0054 0.05,0.1) 001804 999995 0.00091 0.002< 0.0104 0.160 14964 2009<| 009-( 2133 1337 93230
74 014 054 154 054 204 0.104 (0.05,0.1){ 00337 100405 00001 0010 00104 0157 14594 1031 031¢| 1107 117¢| 73500
8 0.1+ 054 204 154 154 005{ (0.1,05)| 01780 10.1910- 0.0001: 0.007- 00104 0.133- 1000 2089~ 089-| 2174 1740 48850
94 054 154 154 154 154 0104 (0.1,05)| 014984 102486 0.0001- 0.010- 00104 0137 10004 1086~ 086-| 11774 177 s1410
104 054 154 204 054 204 005 (0.05,0.1)4 001424 99998 00008 0.0024 00104 0.161- 1496 2007 007+ 21094 109 9358+
114 054 054 154 154 154 0.104 ©.05,0.1)] 00396 9.9988-| 0.0054 0.008 0.0104 0.156 14804 10322 0320 11424 1424 7746+
124 054 054 204 054 204 005 (©.1,05)7 01617 1000674 00085 0.0094 0010 0.1364 1497 21002 100+ 21534 153 3464+
134 054 054 154 154 204 005 (©0.1,05)7 012284 99714 00001 0.0104 0010 0.1424 1461 2098 098«| 21667 166 4096+
144 054 054 204 054 154 0104 (0.05,0.1)4 003204 999825 00001 0.0104 0010 0.158 1483 1032 032+| 11304 130 7538
154 054 154 154 154 204 0054 (0.05,0.1) 001584 1000054 00015 00034 0010 0161 1498 20082 D08« | 21214 221 9638+
164 054 154 204 054 154 010 (0.1,05)7| 013254 10.1686< 00001 0.0104 0010 0.140< 1098 1087 087«| 1167 167 4790~

PR T T T O T T

*Save time percentage=[(optimum AATS of FSI charts-optimum AATS of VSI charts)/ AATS of FSI charts]100%
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Appendix: The calculation of all transition probabilities

Notation:
B, =P(Zel, | X~N(,u+5l\/x— 02 %x j) P(-w < Zg <w, | Z.~N(6,6))
—p( ZY,'él w- ])P( Zy -9 - W9, )= @ w,-9, Lo w, + 6, 1
9, 9, 9, 9, 9,

B, =P e 1, | X~ l\{,uwtélf 52" ]) P(-k<Z. <-w | Z.~N6,6,))+PW<Z. <k | Z.~N6,3,))

- k +90, W-0, W +0,
7 ~Nj ,52 = L1 + 1 1|y 121 | 1 1
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ﬁZﬂ:P(Z;, €l | X~N(,u+5l \/7 520 j)_P(_kl <Z: <k | Z§,~N((51,622))

A 7.8 .
_p Zx. L _ ko, Pz i k,- 1) q)[k (s]}q{k +5J1
é2 52 52 é2 02 52

ﬂzszl :P(Zsi Elzle | X I\{

B, =P(Z; el,, |X A{ﬂmlf 52‘7]) P(w<Zg <k, | Z;~0; (n1)= [’%}F (sz

%
B, =P(Zg €l,, |X,~1\/(

X; ~N6] 4 622

e S ro<z, < | 20w

lf j) P(0<Z, <k, |Zz~2){ (n-1))= F(;‘zj
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B =P(Z, €1, | &N ( 0o J)=P(—wl <Zg<w | ZN(8,00)

=P( 22'53 s )-P( ?,'53 <‘W1‘53 )= W-0; ) W+, 1
0, (5 o, 0, 0, 0,

~P(Z <l | & A{ % 52(’)) P(k<Z, <-w | Z~N6,5 )+ P(W<Z, <k | Z,~N6,3})

o ko) (ko) (wed )
o) = 5o S

p.=PZ <1, el-~N( i j) Plk <Z, <k | Z,~N@,5})

7,6, k- 7.3, k-
_p Bt kb p Tl i, ):(p(k 53]+ d{k +5]1
9, 9, 9, 9, 0, 0,

=Pz, |<k | Z,-N6,5) )-P(Z,

o,

B,. =P(Zg:<l,, \ e,.~N( f 07 = j )=P(0<Z, <w, | Z;,~0; ){z(n-l))=Fl{2}§]

_ o o k, w.
ﬁzsz —P(Z GI %NA{ sf’éf;J):P(W<Zsj<kz ‘ ZS§~5:X( '1)) F, [yJF; [zj

B, =Py <l | e,.~N( 7 022 J) =P0<Z, <k, | Zu~0.7(n1))= FZ{]
v, =P(Z el,_ \ Z ~N(01)) =P(-w, < Z, <w, | Z.~N(0,1))=2d(w;)-1
=P(Z, el, | Z.~N(01))=P(k<Z. <-w | Z,~N(01))
+P(w, < z <k | Z.~N(0]1))=2&(k )-2d(w,)
v, =P(Z. el ﬁl| Z N(01)) =P(-k<Z. <k | Z.~N(0]1))=29(k) -l
V2, =P(Zg €1, |Zo~ 1 *(n-1)) =P(0< Z, <wy|Z,~ x*(n-1))=F . (w,)
Vo, P(Zg el | Zg~ X)) =Pw, <Z, <k, | Z~ 1 (n-1))=F . (k; }F . (w,)

yZ)?z

V2, P(Zg €1, | Zo~1(n-1) =P(0<Zy, <k, | Zy~x(n-1))=F (k,)
v, =P(Z, €l, | Z.~N(01) ) =P(-w, < Z. <w,| Z.~N(0,1))=2d(w,)-1
yZ =P(Z, ’e 1sz1 ZE,_~,N(0,1 )) =P(k <Z, < -}v1 1z, ~N,(0,1 )
+P(w, < Z, <k |Z.~N(0,1))=2®(k, }-20(w,)
Vs, =P(Z. €l, | Z.~N(0]1)) =P(-k, < Z, <k | Z.~N(01))=2d(k)-1
Vo TP(Zg ey | Zo~2001)) =P0<Zy, <w, | Zo~x(n1))=F ()
V2, P(Zg €1y, | Zo~x*(n-1) =P(w, < Z, <ky | Z~’(n-1))=F . (ky }F . (w,)
V2, P(Zg €1y | Zo~x’(n-1)) =P(0<Zy, <k, | Z,~y(n-1))=F , (k,)

The transition probability can be expressed by the following general form.
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where =1 ;m=17=12,.16v,=12;v,=12,v, =12;v, =12
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ABSTRACT

The article considers the variable process control scheme for a process with incorrect
adjustment. Incorrect adjustment of a process may result in shifts in process mean and
variance, ultimately affecting the quality of products. We construct variable sampling

interval (VSI) Z - and Z _, control charts to control the quality variable produced by

the process with incorrect adjustment. The performance of the proposed VSI control
charts is measured by the adjusted average time to signal (AATS) derived using a Markov
chain approach. An example of producing the metallic film thickness of computer

connectors shows the application and performance of the proposed VSI Z - and
Z ., control charts in detecting small and median shifts in mean and variance for the
process with incorrect adjustment. Furthermore, the performance of the VSI Z - and
Z ., control charts and FSI Z - and Z _, control charts are compared by some

numerical analysis results. These demonstrate that the former is much faster in detecting
small and median shifts in mean and variance.

Key words: Control charts; special cause; incorrect adjustment; Markov chain.
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1. INTRODUCTION

Control charts are important tools in statistical quality control. They are used to
effectively monitor and determine whether a process is in-control or out-of-control. A
common problem in statistical process control is process adjusted unnecessarily (or
overadjustment of a process) (see Deming, 1982) due to incorrect use of control charts by the
operator or since the only information about the state of the process is available through
sampling. A process requires adjustment, when a control chart indicates that it is out of
control. However, the process may be adjusted unnecessarily, when a false alarm occurs.
Woodall (1986) noted that the effect of incorrect adjustment is a quite significant increase in
variability of the quality characteristic. To effectively control the significant increase in
variability of a process with incorrect adjustment is important. Collani and Saniga (1994)
proposed an economic adjustment model for the x control chart with a single special cause
that considers the effects of a process with incorrect adjustment. Their model determines
the optimal design parameters of the 3~ control chart which maximize the profitability of
the process with incorrect adjustment. Yang and Yang (2004) derived economic adjustment

model for the X control chart with multiple special causes.

However, the above papers, even Shewhart X control charts, always monitor a
process by taking equal samples of size at a fixed sampling interval (FSI), they are usually

slow in signaling small to moderate shifts in the process mean. Consequently, several

alternatives have been developed to improve the performance of X control charts in recent
years. One of the useful approaches to improve the detecting ability is to use a VSI control
chart instead of the traditional FSI. Whenever there is some indication that a process
parameter may have changed, the next sampling interval should be shorter. On the other hand,
if there is no indication of a parameter change, then the next sampling interval should be
longer.

The properties of the X chart with variable sampling intervals were studied by
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Reynolds et at. (1988). Their paper has been extended by several others: Reynolds and
Arnold (1989); Runger and Pignatiello (1991); Saccucci, Amin, and Lucas (1992); Runger
and Montgomery (1993); Amin and Miller (1993); Baxley (1996); Reynolds, and Arnold,
and Baik (1996). Tagaras (1998) reviewed the literature on adaptive control charts.
However, most work on developing ASI control charts has been down for the problem of
monitoring mean of a process. Very little work has been down on VSI control charts for
monitoring process mean and variance simultaneously. Chengular, Arnold and Reynolds
(1989) detected process mean and variance using VSI X and R control charts.
Reynolds and Stoumbos (2001) discussed the properties of VSI X and MR control charts.
These papers show that most work on developing VSI control charts has been down for the
problem of monitoring process mean and/or variance without considering the effects of a
process with incorrect adjustment. The VSI control charts used to control the mean and
variance of a process with incorrect adjustment has not yet been addressed. Therefore, to
study the performance of the VSI control charts on the whole process with incorrect

adjustment is reasonable. In this paper, the VSI Z, and Z _, control charts are

proposed to control the whole process with incorrect adjustment. In next section, the
performance of the proposed Z. and Z _, control charts is measured by the adjusted
average time to signal (AATS), which is derived using a Markov chain approach. Finally,
we illustrate the application of the proposed control charts using a real example and

compare the performance between the VSI Z and Z _, control charts and FSI Z_ and

Z . control chart.

2. DESCRIPTION OF THE VSI Z &~ AND Z , CHARTS FOR CONTROLLING

X

APROCESS WITH INCORRECT ADJUSTMENT

Consider a process controlled by the VSI 7z - and z o control charts. Let X be the

measurable quality variable on the process. Assume further that this process starts in a state
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of statistical control, that is, X follows a normal distribution with the mean at its target

value, 41, , and the standard deviation at its target value g, .

In our study the rational samples of size (n ) are taken from the process; the
standardized sample mean and variance, Z- and 7 ;. are

X —Hy _ (n'l)Si2 a2

7 =21"Hx Neod and 7 =~~—7"i n-1 (2-1)
i O'X/\/; (oL s? o z(n-1)
ZX,-,- Z( U'_Z)z
where y, = /! and 2=/, i=123..,j=123,...n
n ' n-1

Also assume that a special cause or incorrect adjustment may occur in the in-control
process. The process is subject to the special cause or incorrect adjustment such that the

mean of X shifts from Uy 0 u téo, (51 # 0 ) and the variance shifts from o, to
5,0, (6,>1). The out-of-control distribution of X will be adjusted to in-control state,

once at least one true signal is obtained from the proposed control charts. Let 7 be the

time until the occurrence of a special cause, and follow an exponential distribution of the

form

f(t)=Aexp(-it) >0, (2-2)

where 1/, isthe mean time that the process remains in a state of statistical control.

An in-control state analysis for the VSI Z- and 7z o control charts is performed since

the shifts in the process mean and variance do not occur when the process is just starting, but

occur at some time in the future. The samples Zo and z,, are plotted on the VSI Z
andz , control charts with warning limits of the form +w, and w, and control limits of

the form+ f, and f,, respectively, where0 < w, <k, and 0<w, <k, (see figure 2.1).
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X L _
UWL _=w, UcL., =k
CL . — 0 UWL 52 = W2
LWL __ =-w, LCL L= 0
LCL ,_ = -k,
(1) Z5 chart (2) z . chart

Figure 2.1 The control limits of VSI Z and Z _, control charts

The search for the special cause and adjustment in the process is undertaken when the

sample Zy falls outside the interval (—k, ,% ) and/or when the zg falls outside the

interval (0, k, ), that is when the Z and/or z o charts produce a signal. For a discontinuous

process, the process is stopped to search for and eliminate the special cause and adjustment
after a signal is obtained from a control chart. The process adjustment may be incorrect when
the signal is false, but the adjustment may be corrected when the signal is true and then the
process is brought back to an in-control state.

The positions of the current samples in the joint Z- and z o charts construct the

sampling interval of the next sample.

We divide the proposed VSIZ, and Z _, control charts into the following three

regions (2-4), respectively.

I, = [— wl,wl] (central region) [, = (O,wz) (central region)
I, = (-kl,-wl )U (wl,kl) (warning region) /[, = (wz,k2 ) (warning region) (2-3)
I, = [— kl,kl] (control region) [, = (O,kz) (control region)

The first region, within two warning limits, is called the central region. The second region,
within warning limit and control limit, is called the warning region. The third region, within
control limits, is called the control region.

Three VSIs are adopted,0<¢ <t, <t; <oo. If both the samples, z

i and Zga s fall

within the central regions, / and [, , then the next sampling interval should be long
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(t;). If any one of the samples fall within the central region but the other falls within the
warning region, then the next sampling interval should be median (#,). If both the samples
fall within the warning regions, then the next sampling interval should be short (¢,).

The relationship between the next sampling interval (¢,,m=123) and the position of the
current samples is expressed as equation (2-4).

t, if Zoel, N Z.e I,
(2-4)

m

t,=9t, if(Z el, N Z,e I, )or(Z el, N Z.e I, )
t if Zoel, N Z,e I,

Following Costa (1997), the first sampling interval taken from the process when it is just
starting is chosen randomly. When the process is in control, all sampling intervals, including

the first one, should have a probability of p,, of being long, a probability of p,, of being

3
median, a probability of p,, of being short, where Z Poi =1, Poy» Po, and p,, are

i=1

given by

2
3 o
P =P(Z; €l 1,2 EIZS X~N(,u,7),—k1 <Zz<k 0<Z, <k,)

2
1

(2-3)
~ROOR)-IIIE,: ()]
[20(k)-1]LF - (k)]

2

)?NN(#,%),— k< Z- <k 0<Z, <k)+

o (2-6)
X~N(p—),—k <Zz <k, 0<Z, <k,)
n

Doy =P(Z el, .Z.€<l,

522

P(Z;el, ,Z,€l,

2
%1

_POALE ()F s (4)] | 2000)-2008)JLF,: ()]
[20(k,)-1ILF ; (k)] 20 (k)-1IIF (k)]

2
Pu=PZyel,_, Zzel, |X-N( ﬂ,%), —k <Z- <k 0<Z <k,)

(2-7)
[2(k,)-2D(w)]LF - (k;)-F - (w,)]
2k )1]LF . (k)]

=l=py—Pp =

@(-) and sz (-) are the cumulative probabilities of the standard normal and ;((zn_l)

distributions, respectively.

91



If both w, =0, w, =0 and11212=t3=t0, then the VSI Z} and 7 o charts reduce to Z}
and 7z , charts with FSI¢, .

3. CONTROL CHARTS COMPARISON

Sampling schemes should be compared under equal conditions; that is, VSI and FSI
schemes should demand the same average sampling interval under the in-control period.
That is,

Elt, o, = 0.6, =112 < k0 < Z, <k, |=1,, m=1,2,3.
or Poits + Poots + Poots + Posty =1, (3-1)

Based on the equation (3-1), the warning limit w; of the VSI Z. control chart is

derived as follows (see Appendix 1).

o F (W) ty1,-20(k ) t,-1)]+ F . (ky 1yt + 200k, ) t1))] 52)
2AF , (w21, + 1)+ 2[F , (ky))(t-1,)

Wl =

However, to obtain w, and letO<<k, the constraints 0 <w,<k, and 0<t, <t,<t;<oo
are required. Thus, the warning limit,w,, can be obtained by using equation (3-2) and
choosing a combination of the VSIs, (7,,t,,t,), the fixed sampling interval,#,, and the
constraint 0 <w,<k,.

In this paper, the VSI scheme is compared with the FSI scheme and sampling scheme

was considered to be better than another when it allowed the Z and Z g charts to detect

changes in the process mean and variance faster.
4. MEASUREMENT OF PERFORMANCE

The speed with which a control chart detects process shifts measures its statistical
efficiency. For a VSI, the detection speed is measured by the average time from either mean

or variance or both shifting until either Z and Z _, charts or both signal, which is known

as the adjusted average time to signal (AATS). That is, the AATS is the mean time that the

process remains out of control.
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Since T,. ~exp(—=At), t>0,the occurrence time until the special cause occurs.

Hence,

AATS = AT —% (4-1)

The average time of the cycle (ATC) is the average time from the start of process until a
true signal obtained from one of the proposed charts (see Costa (1997)). The Markov chain
approach is allowed to compute the ATC due to the memory-less property of the exponential
distribution. Thus, at each sampling, one of the 14 states is assigned based on whether the

process step is in or out of control and the position of samples (see Table 4.1 for the 14 states

of the process). The status of the process when the (i +1)” sample is taken, and the position
of the i” sample on the joint Z, and Z _, charts define the transient states of the Markov
chain. The joint VSI Z andZ _, charts produce a signal when at least one of the samples

falls outside the control limits. If the current state is any one of the States 1, 2, 4, 5, 10~13,
then there is no signal. If the current state is State 3, it indicates one false signal comes from

the Z _, chart then the process is adjusted unnecessarily and State 3 instantly becomes any

13
one of the States 10~13 with probability £,_;,and ZP3:J. =1,j=10~13.  Any one of the

j=10
States 10~13 thus transits to any other state after a sampling time interval. States 6, 7, 8 and 9
are same to State 3. If the current state is any one of the States 1~13, then it may transit to
any other state, hence States 1~13 are transient states. The absorbing state (State 14) is
reached when at least one true signal occurs.

Table 4.1. Possible states for the process

Special Z chart '

state Z,chart alarm? process adjustment?
cause occurs? alarm?

1 No No,/,_ No, 7, No

2 No No, 1 7 No, Izs22 No
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Yes, Yes,
3 No N07 IZ}l . .
False alarm incorrect adjustment
4 No No,/,_ No, 7, No
5 No No, 7, No, 1 z,, No
Yes, Yes,
6 No No, 7, _ _
False alarm incorrect adjustment
Yes, Yes,
7 No No, 7, , .
False alarm ‘ incorrect adjustment
Yes, Yes,
8 No NO, [Zszz
False alarm incorrect adjustment
Yes, Yes, Yes,
9 No ' .
False alarm | False alarm incorrect adjustment
10 Yes No, 1, No, 7, No
11 Yes No, 7, No, 1 z,, No
12 Yes No, I, No, 7, No
13 Yes No, I, |No, I No
Yes,
14 Yes At least one true alarm _
correct adjustment

Let P be the transition probability matrix, and P is a square matrix of order 14. Let

F, ;(¢,) to be the transition probability from prior state i to the current state j with sampling

interval¢, , where ¢, is determined by the prior state 1, 1=1,2,...,14 j=1,2,...,14, m=1,2,3.

m?

The transition probability, for example, from state 1 to state 4 with sampling interval ¢, and

fixed sample size n is calculated as

R,@)=P(T,. >t,)P(Z; EIZE’ Z,€el, 2| |0,=0,0,=1) (4-2)
= (e™)2P(k,) - 2P(w, E . (w,)]

The calculation of all transition probabilities is shown in Appendix 2.
From the elementary properties of Markov chains (see, e.g., Cinlar (1975)), the ATC is

derived as
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ATC=b'(1-Q) 't +b'(1-Q)"'M, +b'(1-Q) (4 )T, (4-3)

where 5'=(p, , %,o, %, Pos» 0,0,0,0,0,0,0,0) is a (1x13) is the vector of starting

probabilities for state 1, 2, 3,...,13, and the first sampling interval has probability p, of

being long (state 1 with probability p,, ), the probability p,, of being median (state 2 or

stat 4 with probability %), and the probability p,, of being short (state 5 with probability
Doy ); | 1s the identity matrix of order 14; Q is the transition probability matrix where

each element represents the transition probability, F, (7, ), from transient state i to transient

state j with sampling interval ¢ , where i=1,...,13, j=1,...,13, m=1, 2, 3;

t = (13,t2,t*,t2,t1, AN AN AN A ,tz,tz,tl) is the vector of the sampling intervals for State
1~State 13, ¢* is the average sampling interval for State 3, 6, 7, 8, and 9 (derivation see
Appendix 2); and M_/.'Z(O o r, oor17, 717, T, T, 0 0 0 0), T, isthe
incorrect adjustment time for States 3, 6, 7, 8 and 9. A is the vector of transition probability,
P, (t,), form transition state i, i=1,...,13, to a absorbing state j, j=14; T is the time to adjust
the process correctly.

5. AN EXAMPLE

An example of process control for producing metallic film thickness of the computer
connectors is presented, and the data of the process are measurements of the film thickness.
The variable X= film thickness is measured from the end of the process. One machine could

fail in the process, and shift the mean and variance on film thickness. Presently, the FSI Z
and Z _, control charts are used to monitor the process per hour (£, =1h). Information about

the state of the process is available only through sampling. When the proposed control charts
indicate that the process is out of control, it requires adjustment. Sometimes, the process may

be adjusted unnecessarily when at least one false signal occurs. To construct the control
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charts, thirty samples of size five are collected from historical data under the stable process.

A A

The estimated mean and standard deviation of variable X are (4 =210.1,0 =1.23),

One machine could fail in the process. From historical data, the estimated failure

frequency for the machine is 2 times per hour. The failure machine or the incorrect

A A A

adjustment of process would shift the mean and variance of X to (u+6,0,5; o), where

2
06,=05and o, =2.0. Hence, for out-of-control process, X ~N(2101+12300.5, g’j ). The

Vs

FSI Z. and Z, charts have control limits placed at £3 and 16.25, respectively. Thus,

approximately 5.4 false alarms are expected per 1,000 samples have in-control average run

length (ARL) of 185 hours and AATS=19.482 hours. The slowness with which the FSI Z
and Z, charts detect shifts in the process (0,=0.5 and &, =2.0) has led the quality
manager to propose building the Z and Z, charts with VSIs, (7,1,,%,). The construction
and application of the proposed VSI Z_ and Z, charts is illustrated. The following are the

guidelines for using the proposed control charts:
Step 1. Let the control limitsk, =3 and &, =16.25, to maintain the average false alarm rate

at around 5.4 per 1000 samples. The reciprocal of 5.4 false alarms is also the ARL,

but for the in-control case of 6,=0,5, =1.

Step 2. The incorrect adjustment time of the process is 0.5 hours (7, =0.5).

Step 3. Since 0<t,<t,<t,=1<t,<oo is required. The combination (n=5, ¢, =0.1 hours,
t,=0.5 hours, #,=2) is adopted by engineers.

Step 4. Letting ¢, =0.1, ¢, =0.5, t,=2, n=5,T7,=05,k =3,k =1625, A=2 and
0<w,<16.25 in the equation (3-2) leads to w,=8.500 and w, =0.483 with

minimum AATS=3.450 using optimization technique in Fortran IMSL subroutine

BCONF (Quasi-Newton approach).
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Consequently, the structure of the proposed VSIZ . and Z, charts are in Figure 5.1.

UCL, =3

UWL,_ = 0.483 UCL, , =16.25
CL, =0 UWL, , =85

LWL, =-0.483 LCL, =0

LCL, =-3 S

Figure 5.1 control limits of the VSIZ and Z , charts

With the design parameters determined, the VSI Z_ and Z, control charts can be
used for controlling the metallic film thickness of the computer connectors with incorrect
adjustment. According to the VSI scheme, if all samples, (z5,z ,), fall within warning limits,
then the long sampling interval #,=2.0h should be taken. If one of the samples fall within
warning limits but another falls between warning and control limits, then a sampling interval
t,=0.5h should be taken. If both the samples fall between warning and control limits, then a
sampling interval #,=0.1h should be taken. If at least one signal is obtained from the control
charts, then the process is stopped and adjusted.

An example using the VSI is introduced. When the process starts, a random procedure
decides the first sampling interval #,=2.0h with sample of size five. The first sample mean
and variance are (;1 =210,s; =0.625) and the standardized values are (z4=0.182,z , =
1.652). Since both the samples fall within warning limits, the second samples will be
observed adopting a sample of size five after #,=2.0h. The second sample, (z5,z . ), 18
(1.64, 10.576). Since both samples fall within warning and control limits, the third sample
will be observed after 7,=0.1h. The process is stopped and adjusted when one signal is
obtained.

The AATS is used to measure the performance of the proposed VSI Z, andZ _,

control charts. The proposed Markov chain approach is used to obtain the ATC and calculate
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the AATS. There are 14 possible process states, as presented in Table 4.1. Hence, the AATS is
3.450h according to equation (4-1).

The VSI scheme improves the sensitivity of the FSI Z, andZ _, charts. From the

example, in order to detect a shift in the mean and variance of the process, the AATS for the

VSI Z, and Z g charts has been reduced from 19.482 hours to only 3.450 hours, and the

saving rate of detecting time is 82.291%.
6. PERFORMANCE COMPARISONS BETWEEN ASI AND FSI SCHEMES

Table 6.1 provides the AATS of VSI and FSI schemes, which are obtained under various

combinations of parameters based on orthogonal array L,(2') table, 1=2.0,4.0,
0,=0515, 6,=10,20, ¢=0.01,0.1, ¢,=0.1,0.5, t,=2.0,4.0, ¢t,=1.0, Tad =0.5,1.0,
k=3, k,=1625,and n=5.

Comparing the AATS between the FSI and VSI Z, andZ _, control charts it can be
seen that the performance of the VSI Z_ and Z _, control charts is much better for
detecting small and median shifts (0.5<,,6, <2.0) in process mean and variance. The VSI
Z and Z _, control charts save detection time from 21% to 82% compared to the FSIZ
and Z . control charts. To examine the effects of various parameters on the VSI AATS, the

main effects plots show the significant parameters are?,,¢,,0,, 0, and A (see Fig. 6.1).

Insert Table 6.1, 6.2 and Figure 6.1

Furthermore, sometimes quality engineers cannot specify the VSIs. The optimal VSI

Z--Z ., control charts are thus suggested. The optimal VSI of the proposed charts are

determined using optimization technique (Fortran IMSL BCONF subroutine) to minimum
AATS under the same constraints and parameters as described before. The optimum AATS
under various combinations of parameters are illustrated in Table 6.2. We found that the
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optimum VSI Z_-Z _, charts work much better than the VSI Z_ -Z _, charts with
specific VSIs and FSI charts (Table 6.2). The optimum VSI Z_ and Z _, control charts
save detection time more that 90% compared to the FSI and VSIZ_ and Z _, control
charts, respectively. Since the optimum VSI Z_-Z _, charts almost have the same VSIs

and warning limits under various combinations of parameters. We may also call them the

robust VSI Z_-Z _, control charts. In reality, we may adopt the warning limits of the

optimum control charts on w,=0.0004 andw, =8.7, and the optimum VSIs ¢=t¢,=1.0h,

t,=4.1h.

Insert Table 6.2

7. CONCLUSIONS

The proposed VSI scheme controlling a process with incorrect adjustment
substantially improves the performance of the FSI scheme by increasing the speed with
which small and median shifts in the mean and variance of a process are detected. We have

found that the VSI Z_ and Z _, control charts always work better (in the cases examined)
than the FSI Z, andZ _, control charts for small and median 6, and &, values. The

optimum VSI scheme controlling the process with incorrect adjustment is also suggested
when quality engineers cannot specify the VSIs.

This paper considers a process with incorrect adjustment. However, a study of the
variable sample size (VSS), variable sample size and sampling interval (VSSI) or variable

parameters (VP) Z- and 7 o control charts under a process with incorrect adjustment is an

interesting topic for future research. Other important extensions of the proposed model can

also be developed. It is straight forward to extend the proposed model to study VP control
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charts or other control charts, such as attribute charts, EWMA-charts, CUSUM-charts or

multivariate charts.

Table 6.1 AATS for the proposed VSI control charts under various combinations of parameters

No t, t, t 51 52 A T, k to| w* w, * VSI FSI S'fwe
AATS | AATS Time%

1 100101 [2 |05 1 |2 1053 |1 0640 | 12.496 | 308.18 | 398.231 22.613
2100101 |4 |05 1 |2 |1 |3 |1]0307 |9.695 300.32 | 376.981 20.336
3101 (05 (2 (05 |2 |2 (053 |1]0.483 8.500 3.450 19.482 82.291
4101 |05 1|2 |15 1 |2 |1 |3 |1]0484 8.500 | 46.670 | 86.492 46.041
5100105 |4 (15 |2 |2 [053 |1 ]0.205 8.500 1.620 6.324 74.383
6 (01 (01 (4 |15 |2 |2 |1 (3 ]1]0.316 8.500 6.370 | 21.875 70.880
7101 (01 (2 (05 [2 |4 |1 (3 ]1]0.689 8.500 | 10.090 | 26.534 61.973
8 1001/05 |4 (05 (2[4 |1 |3 |1]0205 8.500 | 4.440 11.987 62.960
9101 |05 1[4 |05 1 |4 1053 |1 0.180 | 16.250 | 96.680 | 132.563 27.069
10000101 (2 |15 [2 |4 |05 3 |1]0.692 8.500 3.920 10.869 63.934
11/01 (01 [4 |15 1 |4 1053 |1]0316 8.500 | 10.780 | 26.421 59.199
12/ 00105 |2 | 1.5 1 |4 |1 |3 |1]0488 8.500 | 46.720 | 65.793 28.989

Note: Save Time%=[(VSI AATS-FSI AATS)/FSI AATS]100%

Table 6.2 AATS of the optimum VSI control charts under various combinations of parameters

Mean of Average AATS

100 o

50

100 o

50

100

50

Main Effects Plot for Average AATS

lamda deltal delta2
1 2 1 2 1 2
tl t2 t3
1 2 1 2 1 2
Tad

Figure 6.1 Response figures for average AATS

No t* t,* 1* w, * w, * optimum | FSI Save VSI Save
AATS | AATS Time%| AATS Time%
(FSD) (VSD
1 [0.999 | 0.999 | 4.077 | 0.0004 | 8.587 | 0.024 398.231 | 99.99 | 308.180 99.99
2 10999 | 0.999 | 4.023 | 0.0004| 8.564 | 0.548 376.981 | 99.85 | 300.320 99.82
3 10.999 | 0.999 | 4.163 | 0.0004 | 8.738 | 0.006 19.482 | 99.97 3.450 99.83
4 10999 | 0.999 | 4.023 | 0.0004| 8.564 | 0.548 86.492 | 99.37 | 46.670 99.83
5 10999 | 0.999 | 4.153 | 0.0004| 8.728 | 0.001 6.324 | 99.98 1.620 99.96
6 [0.999 | 0.999 | 4.170 | 0.0004 | 8.748 | 0.501 21.875 | 97.71 6.370 92.15
7 10999 | 0.999 | 4.182 | 0.0004 | 8.757 | 0.751 26.534 | 97.17 | 10.090 92.56
8 10.999 | 0.999 | 4.181 | 0.0004| 8.757 | 0.751 11.987 | 93.74 4.440 83.11
9 10.999 | 0.999 | 4.057 | 0.0004| 8.578 | 0.274 132.563 | 99.79 | 96.680 99.72
10 [ 0.999 | 0.999 | 4.155 | 0.0004 | 8.726 | 0.250 10.869 | 97.70 3.920 93.62
11 [ 0.999 | 0.999 | 4.133 | 0.0004 | 8.667 | 0.253 26.421 | 99.04 | 10.780 97.65
12 [ 0.999 | 0.999 | 4.281 | 0.0004 | 8.851 | 0.752 65.793 | 98.86 | 46.720 98.39
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Appendix 1: The Derivation of w1
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Ly = Pols T Pty + Poots + Posty
[2P0w)ANE . (wy)] - [2P(W)-LE . (ky)-F . (wy)] - [2P(k))-2D(w)ILE . (w,)]

T ROU)E, G T ROUIE (k)] 20Gk)AIIE, (k)
P 2000 (k) F 0]
[29(k)LILE - (k,)]
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1

20(w)[F » ()t +20()IF » (k) )4 ()IF » (w,)Je,-2B(W)IF . (K, )-F . (w,) ]
— ( (
[2P(k,)-1][F . (k,)]
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2[Ff (W) ](@,-2t, +1,) + 2[sz (k)11
)ty 2Dk )11+ F (ks ot + 200(K )(t,71,)]
L Z[F/ (W)](t,-2t, +1,)+ 2[Flz (k,)]1(,-1)

:>(D(wl)=

>w =0

Appendix 2: Calculation of Transition probabilities

Definition of Notation:

2

P, =P(Z-el, |X~N (1,2=))=2®(w)-1.
1 X1 n

2

— o
= P(Zy ey | XN (1°2) = 200 (k-2 ().

PZ

P, =P(Zg,<el,,

s S

2
Z~Hy 2 F ()
n-1 X

2~ 20 = F L (ky (-D)-F, O (n-1)
n- X X

N

P, =P(Z,el,,

N

2

a, =P(Zzel, |X~N(u, ”7)) =1-P, -P, =2-20(k)
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oy, =1-P,_-F, =I1-F, (k,(n-1)).

N

B, =P(Zzel, ) = P(‘Zf‘ < wl‘ Z~N(3,67))

_P(Zxé w0 L)-P( Z~- 1-51) =¢(w1-51)+¢(w1+5

1 ) 1
52 52 2 52 52 52
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Transition probability:
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