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用於混合式耐延遲網路之適地性服務資料搜尋方法 

 

摘要 

 

 在耐延遲網路上，離線的使用者，可以透過節點的相遇，以點對

點之特定訊息繞送方法，將資訊傳遞至目的地。如此解決了使用者暫

時無法上網時欲傳遞資訊之困難。因此，在本研究中，當使用者在某

一地區，欲查詢該地區相關之資訊，但又一時無法連上網際網路時，

則可透過耐延遲網路之特性，尋求其它同樣使用本服務之使用者幫忙

以達到查詢之目的。 

 本論文提出一適地性服務之資料搜尋方法，以三層式區域概念，

及混合式節點型態，並透過資料訊息複製、查詢訊息複製、資料回覆

及資料同步等四項策略來達成使用者查詢之目的。特別在訊息傳遞方

面，提出一訊息佇列選擇演算法，賦予優先權概念於每一訊息中，使

得較為重要之訊息得以優先傳送，藉此提高查詢之成功率及減少查詢

之延遲時間。最後，我們將本論文方法與其它查詢方法比較評估效

能，其模擬結果顯示我們提出的方法有較優的查詢效率與延遲。 

 

關鍵字：耐延遲網路、適地性服務、內容、查詢、路由協定 
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Location-based Content Search Approach in Hybrid Delay 

Tolerant Networks 
 

Abstract 

In Delay Tolerant Networks (DTNs), the offline users can, through 

the encountering nodes, use the specific peer-to-peer message routing 

approach to deliver messages to the destination. Thus, it solves the 

problem that users have the demands to deliver messages while they are 

temporarily not able to connect to Internet. Therefore, by the 

characteristics of DTNs, people who are not online can still query some 

location based information, with the help of users using the same service 

in the nearby area. 

In this thesis, we proposed a Location-based content search approach. 

Based on the concept of three-tier area and hybrid node types, we 

presented four strategies to solve the query problem. They are Data 

Replication, Query Replication, Data Reply and Data synchronization 

strategies. Especially in message transferring, we proposed a Message 

Queue Selection algorithm. We set the priority concept to every message 

such that the most important one could be sent first. In this way, it can 

increase the query success ratio and reduce the query delay time. Finally, 

we evaluated our approach, and compared with other routing schemes. 

The simulation results showed that our proposed approach had better 

query efficiency and shorter delay.  

Keywords: Delay Tolerant Networks, Location-based, Content, 

Query, Routing protocol 
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CHAPTER 1 

Introduction 

 

1.1 Background 

 Since the Android phone, iPhone, iPad appeared, smartphone and tablet are 

explosive growth [24]. In the past, user used to take the laptop to go anywhere. Now, 

almost everyone has smartphone. And after Apple Inc. announced iPad, it set off a 

buying spree. This phenomenon subverts the traditional user behavior, so someone 

[25] called the “Post-PC era” coming. Therefore, mobile correlation technique 

becomes the hot issues in these years. 

 The mobile network technology is approaching maturity, now. Such as 

3G(UMTS, CDMA2000), 3.5G(HSDPA) or 3.9G(WiMax). And they already have 

commercial products. So people can use their mobile device playing Facebook or 

searching some information about their location. Although the usability of the mobile 

network is well, it may not be used in some scenarios. (1) No network coverage:  

People in some position they can’t receive the network signal, or (2) Too many users: 

if there are too many use the same service in the same area, it will cause serious 

network congestion, even the network will be interrupt, or (3) Infrastructure broken: if 

the base station of the cellular network or the Wi-Fi access point doesn’t work, users 
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can not connect to the Internet, or even (4) the user never use the mobile network, etc. 

Both of these scenarios are parts of the disconnect reasons. Despite the user can’t 

connect to the Internet. If user still wants to send message to someone or search some 

local information, there is a technique which could achieve user’s requirement, Delay 

Tolerant Networks. 

Delay Tolerant Networks is an intermittently connective network [1], all nodes 

are lacking of continue connectivity [2]. This is used in some place, just like 

Battlefield [7], Outer space [8], disaster or emergency environment [9] [10], etc. 

Node-to-Node transfer message is that main feature. However, node sends message to 

the destination by encounter nodes, it will spend much time on delivery. But, if you 

want to send the message out, in DTNs, it is possible to deliver message in spite of the 

high transmission time. And we will discuss the related research in Section 2. 

 

1.2 Motivation 

 As we in an area, we want to search some information about that area, but, we 

cannot connect to Internet. So what can we do? In DTNs, there are two ways to do. 

First, ask the encounter node for the information. If it doesn’t have, we can ask it for 

help to spread the searching message. This action could increase the searching success 

probability. 

We can see Figure 1. At the time t1, Node A wants to search information in this 

area, but it can’t connect to the Internet. Thus, Node A asks its encounter node B for 

information. But Node B doesn’t have the information which Node A required. Then 

Node B helps Node A for searching information. At the time t2, Node B encounters 

Node C, and Node C can connect to the Internet. So Node B asks Node C for the 

information, Node C can search in the remote server, and then at time t3, Node C 
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replies the information which Node B required. Finally, at the time t4, Node A 

receives the searching information from Node B.  

This is a simple scenario we discuss above. In the reality network, it isn’t easy to 

search information. We have to overcome some issues, and we will discuss it in the 

next section. 

 

 
Figure 1: Problem scenario 

 

1.3 Objective 

 Our objective is user in an area could get the information in a shortest time. In 

order to achieve this purpose, we assume all nodes in the network are collaborative 

and some nodes can connect to the Internet. The collaborative means all nodes are 

willing to store other messages into their storage and help other nodes to delivery 
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messages. And we don’t consider the incentive issue. Thus, there are some challenge 

issues we have to discuss, and we divided three parts of these, then described below: 

 1.3.1 Replication issues 

(1) Data Replication: Something unique data usually stored in a place or in 

a node, if we want to get this data, it is difficult to query it. Due to we don’t 

know where it is, we have to node-to-node ask for the data. It would spend much 

time to search data, and it would have high probability of searching failure. So, if 

the data could spread around the network, it would increase the searching 

success probability. But, if the data is unrestricted spread, it will cause the higher 

overhead, like Epidemic. So we have to investigate how to replicate the data, and 

how to decide the data transfer. We will describe in Section 3.1. 

(2) Query Replication: Like the Data Replication issue. We want to search 

some data, and we have to send query message to get the data. If we have just 

one query copy, it is difficult to get. So, if we can ask the other node for help, it 

can increase the query success probability. But, we cannot unlimited spread the 

query messages and we have to investigate a suitable rule to replicate it. We will 

describe in Section 3.2.    

 1.3.2 Data Reply issue 

When the query message looked up the data we want, the replier has to 

reply the data back to the querier. But, in the network, every node will move, we 

can’t return the data from the original path. So we have to find the other way to 

transfer the data. Therefore, we will investigate how the replier response the data 

to the querier, and this is the most important issue in the thesis. Then, the detail 

rule we will describe in Section 3.3. 
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 1.3.3 Data Synchronize issue 

This is an independent issue in the thesis. Every node can create new data. 

If node can’t connect to the remote database server, it just can share the data by 

the encounter node. If we would like to share this data with every node, we have 

to sync this data to the remote server. Thus, every node which can connect to the 

Internet in the network can query this data. Therefore, if we can’t connect to the 

Internet, we have to ask the node who can connect to for help to sync the data. 

The detail will be described in Section 3.4. 

 

1.4 Organization 

 The rest of this thesis is organized as follows. Chapter 2 introduces related works 

in common DTN routing protocol and the Query-based DTN routing protocol. In 

Chapter 3, we present our searching rule, location-based content search approach. In 

Chapter 4, we present the simulation results. The final, Chapter 5, we concludes this 

work and discuss the future work of this thesis. 
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CHAPTER 2 

Related Work 

 

 In such a variety of DTN routing researches, we focus on query-based routing 

schemes. And we divided the routing protocol into two parts, Common DTN routing 

protocol and Query-based DTN routing protocol, the former, we will introduce some 

common routing approaches, like Epidemic, Spray and Wait etc., and the latter, we 

will discuss the approaches which are related to our work. Then, the routing protocol 

will be discussed below. 

 

2.1 Common DTN routing protocol 

 We can divide into two kinds of routing protocol: Flooding-based routing and 

Forwarding-based routing.  

2.1.1 Flooding-based routing schemes 

Flooding-based means node will have a number of the message copies [15], and 

it will send this copies to all the encounter nodes. We introduce some approaches 

below. (1) The basic approach, Epidemic [3], whatever nodes encountered, it will 

send all the messages it have to encounter nodes. It doesn’t have any selection rule, 
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just sending until the connection dropped. This approach could get high performance 

about message delivery success ratio and delivery latency, because a message will be 

replicated to many nodes, it has high opportunity to send to the destination. But, it 

will make high overhead, because there are too many redundant messages, and if 

nodes don’t have enough buffer size, it will overflow quickly. In order to overcome 

this defect, (2) Spyropoulos et al. proposed Spray and Wait approach [4], they limit 

the messages replication to L copies, and there are two phase: Spray phase and Wait 

phase. In Spray phase, when source node encounters another Node B, it will give half 

copies to Node B to spread these copies.  And the other nodes do the same rule, until 

nodes just have one copy, then they turn to wait phase. In wait phase, all the nodes 

which have the message copy couldn’t send the copy to another node only if they 

encounter the destination node. This approach will greatly reduce the transmission 

overhead, but, it just uses the limitation copies, so the message delivery ratio will be 

not good as Epidemic. In order to improve this defect, (3) the same authors propose 

an enhance scheme [5]. They change the wait phase [4] where are routed using direct 

transmission, they let the waiting nodes have the opportunity to send the message out. 

It records every encounter timers, and the timer related a utility value, then use this 

value to decide whether delivery or not. This rule will keep the low overhead, and 

enhance the message delivery ratio. There are some approaches [6][12][16] use the 

history information to predict the delivery probability and decide the transmission. (4) 

PRoPHET is the representative of this kind of routing approach. Every node has to 

maintain a delivery predictability table, and every encounter they calculate new 

prediction value. When nodes encountered, they compare their prediction value, then 

delivery messages to node have highest prediction value. It gets higher delivery rate 

than Epidemic, but, because of it spends more time to calculate the prediction value 

and maintain the predictability table, its delivery latency doesn’t well enough. 
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2.1.2 Forwarding-based routing schemes 

Forwarding-based routing protocols in the network, a message just have one 

copy [15], and then use different approaches to forward the copy to destination. We 

introduce some kinds of these schemes, (1) Location-based Routing [17]: it uses GPS 

to locate nodes position, through different distance algorithm to predict the probability 

of the message forward to the destination. When nodes encountered, they will 

compare which one has the highest probability to get to the destination position, then 

carry it to forward. (2) Gradient Routing: this approach give every node a weighted 

value, and it represents whether this node suitable for sending message to receiver or 

not. Different approaches have different way to calculate weighted value. ZebraNet 

[19] uses history of nodes tracking to get the weighted value, then determine message 

deliver. In [18], they use social network concept to classify their network node like 

bubbles, and use the ranking value to decide the messages to. 

 

2.2 Query-based DTN routing protocol 

In the past research, many papers [3-6, 15-20] focus on how to send data from 

source node to destination node, and it doesn’t matter the message response problem. 

It is the one way transmission protocol. If a node sends a request to destination node, 

it wouldn’t know the message being delivered or not. Therefore, one way 

transmission is not enough, we have to consider how to response the message that we 

can look up some information. Several works focus on query in DTNs [11-14, 22], in 

these papers, not only nodes send request to the message owner, but the owners have 

to send the response message back. The challenge is all nodes are moving and we 

don’t know where they going, so asker is difficult to get the answer. We introduce four 
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works about this kind of request and response pattern research. Then, it describes 

below: 

 2.2.1 Locus: A Location-based Data Overlay for Disruption-tolerant 

Networks [11] 

 This research proposed a query mechanism, and use three-tier location area 

concept (see in Figure 2.a). Let users could look up the relevant information 

according to its position. Every data object will be given a utility value, and this value 

will vary with the distance between the creation position of data object and the 

position of the node which carry this data. Figure 2.b shows the changing of the utility 

value. If data object near its creation location, the utility of that data object will be 

high. When nodes encountered, they will change their data objects. Before changing 

objects, node sorts their data objects by utility value. And the data objects with the 

higher utility value will be sent first. It is because these data objects were created near 

here. And this rule would let the data objects be centered on its home area, then, users 

could query data quickly. But it just use the distance between node and home area, if a 

node will go out this area, but it is near the home area, encounter node still send data 

objects to it, then, the transmission is waste. And Locus doesn’t propose an 

information reply approach, it just uses the multi-copy routing [4][15] to reply data 

objects.  
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 2.2.4 Searching for Content in Mobile DTNs [14] 

 This research focuses on query how to forward and how many queries are 

replicated. They propose an estimation rule to avoid the query replicates too much. 

When Node A encountered Node B, Node A will estimate the query had been 

replicated numbers first. The estimate value is calculated by query hop count and 

network nodes, then, Node A could get a Utility value (ݑ௘௦௧), if it greater than a 

threshold T, Node A could send the query to Node B. If not, Node A couldn’t. 

Therefore, if this approach can estimate the query replication number accurately, it 

will greatly decrease transmission overhead and look up data efficiently. But, they just 

use common multi-copy routing schemes to reply data. And the simulation result, they 

don’t have compare with other approaches, so we can’t know how this research 

performed.  
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CHAPTER 3 

Location-Based Content Search Approach 

 

 We proposed Location-Based Content Search Approach (LCS) in hybrid DTN to 

solve the query problem in case of disruptive Internet connection. In our research 

scenario, all nodes in the network are divided into two types, (1) Online-node and (2) 

Offline-node. Online-node can connect to the internet to access the remote server, and 

Offline-node cannot connect to that. All nodes have own database and it includes four 

tables (see Figure 4), (a) Data Message Table、(b) Encounter Nodes Table、(c) Query 

Message Table and (d) Reply Message Table. Then we describe below: 

 (a) Data_table: This table is in charge of the data message storing which is 

created from node self or received from the other nodes. DataId is the data message 

unique id, UID is the node id who created this data message, Time is the message 

creation time or replication time, Data is this message’s content, Sync is whether this 

message synchronized to the remote server or not. The detail will be described in 

Section 3.1. 

 (b) ENs_table: This table is responsible for recording encounter node. UID is the 

node id of the encounter node, Time is the encounter time, Longitude and Latitude is 

the encounter location. 

 (c) Query_table: This table is in charge of the query message storing, if node is 
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݀ > ݀	݀݊ܽ	ݎ ≤ ቀݎ + ௥ଶቁ, it indicates the node is in the Border Area, if	݀ > ቀݎ + ௥ଶቁ, it 

means the node is in the Outside Area. 

ݏ  = ߪ)ܣܾ − [26](1) (ߪ∆

 

 When two nodes encounter, they will change their metadata first (shown as Table 

1), it includes node’s position, node’s type (Online-node or Offline node), node past 

moved path point, node encounter nodes, node collected Data message index list, 

Query message index list and Reply message index list. 

 

Table 1: Metadata format 
Category Value 
Position Longitude, Latitude 
TYPE {0,1} 
Path {Pt-1, Pt-2} 

Encounter {UID1,UID2,…..,UIDn} 
Data list {DataId1_UID1_Time1_Sync1,……,DataIdn_UIDn_Timen_Syncn} 

Query list {QryId1_Time1_isQueried1,…., QryIdn_Timen_isQueriedn} 
Reply list {RepId1_Time1, RepId2_Time2,….., RepIdn_Timen} 

 

 When two nodes encountered, we call ourself as Node A, encounter node as 

Node B, the Location-based Content Search approach (LCS) workflow is shown as 

Figure 6, and the transmission protocol is shown as Figure 7. First, Node A and Node 

B always detect connection, when encountering, Node A will send a metadata request 

to Node B, after receiving the request, Node B returned its metadata to Node A, when 

Node A received the metadata from Node B, the first step is check and filer the 

identical messages from Node A’s database, then keep the message which Node B 

doesn’t have, and rebuilt that metadata. The next step is Message Selection, it selects 

the messages which can be sent to Node B. There are three strategies step we 
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proposed to select the messages, (1) Data replication strategic, Node A selected the 

Data messages according to Node A’s position. The detail description is in Section 3.1. 

(2) Data Reply strategic, get the Query message from metadata, if Node A’s database 

have the queried data message, Node A will generate a Reply message. The detail 

description is in Section 3.2. (3) Query replication strategic, this strategic must be 

handled after Data Reply strategic complete, and the queries which queried data 

shouldn’t send out anymore. The detail description is in Section 3.3. After completing 

three message selection steps, Node A has chosen the messages which will be sent to 

Node B. The next step, Node A will check the Data messages which doesn’t 

synchronize to the remote server. If Node A is an Online-node, it will sync this Data 

messages to the server, if not, Node A doesn’t do anything, and the detail will be 

described in Section 3.4. Before sending messages to Node B, Node A has to schedule 

to messages which will be sent first. Because of the contact time of two nodes are 

short, it couldn’t send all the messages to the other nodes. Therefore, how send the 

messages to the encounter node efficiency, it is shown in Section 3.5. Then, Node A 

sends the selection message queue to Node B. As Node B receiving, it will check the 

Data messages whether it sync to server or not. If Node B is an Online-node, then 

sync the message to server, if not, skip this action, and then finish this contact. 
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Figure 6: LCS workflow 
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Figure 7: LCS transmission protocol 
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3.1 Data replication strategic 

 When two nodes encountered in the map, the processing step can be seen in 

Figure 8, and the selection rule is shown in Formula 2, (1) If the distance d between 

Node A and Area Central Point (CP) is less than or equal to radius γ, it indicates 

Node A is in the Inside Area. When Node A encountered Node B, it will add all the 

Data messages into the Data dataset D_set to prepare to send to the Node B. The main 

purpose is let the Inside Area fulfill with related Data messages. If any node wondered 

to query in this area, it can get the Data messages quickly and has high query success 

rate. But the encounter time of the two nodes and the transmission are limited, two 

nodes have to change itself metadata before transport. Then, Node A skips the 

identical Data messages, and adds the others into D_set; (2) If the distance d between 

Node A and CP is greater than radius γ and less than γ + ఊଶ, it indicates Node A is in 

the Border Area. According to Node B’s past path, if ∆ ௕ܰ. ݀ < 0, it indicates Node B 

will likely enter to the Inside Area, then, Node A add the Data messages into the D_set; (3) if the distance d between Node A and CP is greater than γ + ఊଶ, it indicates 

Node A is in the Outside Area, then, Node A shouldn’t do anything. 

 We use ∆ ௕ܰ. ݀ to predict whether Node B’s will enter to the Inside Area or not. 

In Formula 3, ௕ܰ . ݀௧ିଵ is the distance between Node B position Pt-1 and CP at time 

t-1, and ௕ܰ . ݀௧ିଶ is the distance between Node B position Pt-2 and CP at time t-2. 

Then, subtract ௕ܰ . ݀௧ିଵ from ௕ܰ . ݀௧ିଶ, if the result is less than 0, it means Node B is 

likely to enter to the Inside Area, if the result is granter then 0, it means Node B is 

likely to move away from the Inside Area. 
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,ܽݐܽ݀)݀݀ܽ (ݐ݁ݏ_ܦ = ൞ܶ݁ݑݎ	, ݂݅ ௔ܰ. ݀ ≤ ݎ ,	݁ݑݎܶ															 ݂݅ ௔ܰ. ݀ > ݎ ܽ݊݀ ௔ܰ. ݀ ≤ ቀݎ + 2ቁݎ ܽ݊݀ ∆ ௕ܰ. ݀ < ,݁ݏ݈ܽܨ	0 ݁ݏ݅ݓݎℎ݁ݐ݋ 															  (2)

  ∆ ௕ܰ. ݀ = ( ௕ܰ. ݀௧ିଵ − ௕ܰ. ݀௧ିଶ) (3)

 

 In order to avoid data overflow, we set all the Data messages a storing time TTS 

(Time-to-Store) (Formula 4). TTS means the time of any message be created or 

replicated then store in some node. When TTS expired, the messages will drop 

anymore. Therefore, it can reduce the node loading. 

(ܽݐܽ݀)݌݋ݎ݀   = ቊܶ݁ݑݎ , ݂݅ ݁ݎ݋ݐݏ_݋ݐ_݁݉݅ܶ ,݁ݏ݈ܽܨ݁ݎ݅݌ݔ݁ ݁ݏ݅ݓݎℎ݁ݐ݋  (4)

 

 Otherwise, if Node B is an Online-node, Node A doesn’t need to send Data 

messages to Node B. Because the Online-node can connect to the Internet to get the 

messages by itself, it doesn’t require wasting the resource to send messages. 
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Figure 8: Data replication strategic flow chart 

 

3.2 Query replication strategic 

 This strategic has to do after the Data reply strategic, and the goal of this 

strategic is let user queried data in a shortest time. This is a three-tier Query strategic, 

from Node A’s local database to Node B’s local database then remote server. Query 

replication detail rule can see in Formula 5 and Figure 9 flow chart. When Node A 

receiving query messages, it has to check the database whether the query messages 

have the match data. If has, it doesn’t need to do Query replication, if not, there are 

some rules to do. (1) Node A is an Online-node. It does nothing. (2) Node A is an 
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Offline-node. When Node A in the Inside Area, and then adds all the related Query 

messages to the Query dataset Q_set; When Node A in the Border Area, then Node A 

has to predict Node B’s direction (	∆ ௕ܰ. ݀	, the detail can see in Section 3.1, and also 

is shown in Formula 3), if ∆ܾܰ. ݀ less than 0, it indicates Node B is likely to enter to 

the Inside Area, then, add the related Query messages to the Q_set. If not, then do 

nothing. The main purpose is Data replication strategic will centralize the related Data 

messages in the Inside Area. Therefore, we send the queries to the Inside Area, and 

there is more opportunity to query success. It has two reasons. One, There are many 

related messages in the Inside Area. The other, if any node leave from Inside Area, we 

expect it could carry much more related messages; When Node A in the Outside Area, 

it shouldn’t do anything. 

 In addition, if the query represents it had been queried (ݕݎ݁ݑݍ. ݀݁݅ݎ݁ݑܳݏ݅  .then we don’t have to add this query into the Q_set ,(݁ݑݎݐ=
 

,ݕݎ݁ݑݍ)݀݀ܽ (ݐ݁ݏ_ܳ =
۔ۖەۖ
ۓ ,	݁ݑݎܶ ݂݅	ܰܽ. ݀ ≤ ݎ ,	݁ݑݎܶ																				 ݂݅	ܰܽ. ݀	 > .ܽܰ	݀݊ܽ	ݎ ݀ ≤ ቀݎ + 2ቁݎ 	ܽ݊݀	∆ܾܰ. ݀ < ,݁ݏ݈ܽܨ,݁ݏ݈ܽܨ,݁ݏ݈ܽܨ0 (ݕݎ݁ݑݍ)݁ݏܾܽܽݐܽܦ	݂݅ = .ݕݎ݁ݑݍ	݂݅																																											݁ݑݎݐ ݀݁݅ݎ݁ݑܳݏ݅ = ݁ݑݎݐ ݁ݏ݅ݓݎℎ݁ݐ݋																					 																				

 (5)

 

 However, if we don’t have any limitation of replicate query message, it will keep 

replicating in spite of it has queried. Therefore, we need a mechanism to stop it. Every 

Query messages set a TTS, if the TTS expired (Formula 6), and then drop it. This way 

will inhibit query replication. There are some defects in the way. If TTS is too short, it 

would query data hardly. If TTS is too long, it would still create many query copies. 

So we add one more rule. If query message find the match data, this query message’s 

attribute isQueried will be change to TRUE. And next time, nodes encountered, they 
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change their metadata, then nodes will know what query message had been queried, 

and it will skip it to add to Q_set. 
(ݕݎ݁ݑݍ)݌݋ݎ݀  = ൜ܶ݁ݑݎ , ݂݅ ݁ݎ݋ݐݏ_݋ݐ_݁݉݅ܶ ,݁ݏ݈ܽܨ݁ݎ݅݌ݔ݁ ݁ݏ݅ݓݎℎ݁ݐ݋  (6)

     

 

 
Figure 9: Query replication strategic flow chart 
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3.3 Data Reply strategic 

 As shown in Figure 11. Node A received Node B’s metadata, it will check all 

query messages of Node B’s metadata. If Node A has the match data, it will generate a 

Reply data R_data of the Query message and change the Query message attribute isQueried to TRUE, then we can call Node A as Replier.  

It is difficult to send the Reply data to the Querier. Because all nodes in the 

network are keeping moving, we can’t use the original packet delivery path to send 

back to the Querier. Therefore, we have to use the other rule to send Reply data. 

 Replier (Node A) can know the Querier’s location from Query message, and 

send the Reply data to that location. But, as time goes by, Querier may not still stay 

there. So, when Replier (Node A) encounters other node (Node B), it will check the 

Encounter Table of Node B whether it had encountered Querier or not. If it had, we 

will check the encounter time whose close the recent time. If Node B’s encounter time 

close, we will update (Formula 7) the Querier position of Replier’s (Node A) 

metadata. 

.ܽݐ݁݉)݁ݐܽ݀݌ݑ  =(௟௢௖ݎ݁݅ݎ݁ݑݍ ൜ ,	݁ݑݎܶ 	ݎ݁݅ݎ݁ݑܳ)	݂݅ ∈ ܾܰாே௦_௧௔௕௟௘) ܽ݊݀ (ܾܰ. ௧௜௠௘ݎ݁݅ݎ݁ݑݍ > ܰܽ. ,݁ݏ݈ܽܨ(௧௜௠௘ݎ݁݅ݎ݁ݑݍ 																		݁ݏ݅ݓݎℎ݁ݐ݋ 																					 (7)

 

 Then we have to distinguish which Node will move toward to the Querier, see 

the Formula 8, if Replier (Node A) won’t move toward to the Querier but Node B will 

do, it would add the R_data to the Reply dataset R_set. Otherwise, Replier (Node A) 

will move toward to the Querier but Node B won’t, it just keeps the R_data and does 

nothing. 
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,ܽݐܽ݀_ܴ)݀݀ܽ (ݐ݁ݏ_ܴ
= ۔ۖەۖ
ۓ ,݁ݏ݈ܽܨ,	݁ݑݎܶ ݂݅	 ௔ܰ. (ݎ݁݅ݎ݁ݑݍ)݋ݐ = 	݀݊ܽ		݁ݏ݈݂ܽ ௕ܰ. (ݎ݁݅ݎ݁ݑݍ)݋ݐ = 	݂݅݁ݑݎݐ ௔ܰ. (ݎ݁݅ݎ݁ݑݍ)݋ݐ = 	݀݊ܽ		݁ݑݎݐ ௕ܰ. (ݎ݁݅ݎ݁ݑݍ)݋ݐ = ,݈݁ݏܽܨ,݁ݏ݈ܽܨ,	݁ݑݎܶ݁ݏ݈݂ܽ ௔ܦ)	&	ݎ݁݅ݎ݁ݑݍ	݋ݐ	݀ݎܽݓ݋ݐ	ݏ݁݀݋݊	݋ݓݐ	݂݅ > ݀ݎܽݓ݋ݐ	ݏ݁݀݋݊	݋ݓݐ	݂݅																				(௕ܦ ݋ݐ ݎ݁݅ݎ݁ݑݍ & ௔ܦ) > (௕ܦ ݏ݁݀݋݊	݋ݓݐ	݂݅									 ݐᇱ݊݋݀ ݀ݎܽݓ݋ݐ ݋ݐ ݎ݁݅ݎ݁ݑݍ 								 		 

(8)

 

 If Replier (Node A) and Node B are moving the same direction and forward to 

the Querier, we have to calculate whose moving path will close to the Querier. In 

Figure 10, we can use the position Pnow , the past position Pt-1 to determine this node’s 

moving direction, then we add the Querier position Pq and use the basic Triangle Area 

formula (Formula 9) to calculate the area value ८, as we know the distance between 

Pnow and Pt-1, we can get the close Querier distance D. If Da greater than Db, it 

indicates Node B will move close to the Querier, then we add the R_data to the R_set 
and waiting for transmission. Otherwise, If Da less than Db, it indicates Replier (Node 

A) will move close to it, then we just keep the R_data and moving. 

 ८ = 12 ቚݔଵ ଶݔ ଷݔ ଵݕଵݔ ଶݕ ଷݕ ଵቚ (9)ݕ

 

However, we could not replicate messages unlimited, so we have to make some 

rule to inhibit it. All the Reply data will set a TTS, when the TTS expired or R_data 

had forwarded to the querier , this message	R_data will drop anymore (Formula 10). 

 

(ܽݐܽ݀_ܴ)݌݋ݎ݀ = ൝ܶ݁ݑݎ	, ݁ݎ݋ݐݏ_݋ݐ_݁݉݅ܶ	݂݅ ݁ݎ݅݌ݔ݁ ,	݁ݑݎܶ																		 ݂݅ ܽݐܽ݀_ܴ ℎܽ݀ ݀݁݀ݎܽݓݎ݋݂ ݋ݐ ℎ݁ݐ ,݁ݏ݈ܽܨ						ݎ݁݅ݎ݁ݑݍ ݁ݏ݅ݓݎℎ݁ݐ݋ 																	  (10)
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Figure 10: Moving direction and the relative distance 

 

 

Figure 11: Data reply strategic flow chart 
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3.4 Data synchronization and update strategic 

 Whatever Online-node or Offline-node, it would create data messages. Beside 

keeping the data in local database, it has to upload this data messages to the remote 

server to share this information. Figure 12 shows this strategic. When node received 

messages, the first step is distinguishing the type of node, if it is Online-node, it 

should upload all the data messages which doesn’t sync to the remote server directly. 

Then change the Sync attribute of this data message to TRUE. Otherwise, if it is 

Offline-node, it shouldn’t do anything. 

  

 
Figure 12: Data sync and update strategic flow chart 
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3.5 Message queue selection algorithm 

 When all the messages are chosen (D_set, Q_set and R_set), Node A has to send 

these messages to Node B. But the messages cannot be parallel transferred. Therefore, 

we have to decide which one will be sent first. In the thesis, shown in Figure 13, we 

proposed a simple message queue selection algorithm, within the weight value d, q 

and r, and progressive value S to calculate and get the transmission Message queue M.  

 

 

Figure 13: Message Queue Selection 

 

 We can get the dataset D_Set, Q_Set and R_Set from all the replication strategies 

we describe above. Then we give the dataset a different weight value d, q, r and d + q + r = 1. The first step, we find the dataset of highest weight value MaxSet,	
then, the	 MaxSet	 dataset pop a message and enqueue to M.	 This will be the first 

transmission message, then, we reset the weight value of MaxSet dataset, and add the 

Progressive value S to the other weight. Repeat the steps until all messages enqueue to 

M, and then we can get a complete Message queue M. Finally, Node A according to 

M sends all the messages to Node B. 

The beginning results of this selection queue are similar to Weight Fair Queue 
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(WFQ), the highest weight of messages will be sent more. After several times, the 

message will be selected by Round Robin (RR), because of the weight value and 

progressive value.  

 

Message queue selection algorithm 
Input: Data dataset D_set, Query dataset Q_set, Reply dataset R_set, Data weight d, 

Query weight q, Reply weight r, Progressive value S 
Output: Message queue M 
1: 
2: 
3: 
4: 
5: 
6: 
7: 
8: 
9: 
10: 
11: 

While((size(D_set)	+	size(Q_set)	+	size(R_set))	!=	0)MaxSet	=	Max(d,q,r).getSet()M.enqueue(popMsg(MaxSet))	Switch(MaxSet)	Case	D_set:	d	=	d.original,	q	=	q	+	S,	r	=	r	+	S	Case	Q_set:	d	=	d	+	S,	q	=	q.original,	r	=	r	+	S	Case	R_set:	d	=	d	+	S,	q	=	q	+	S,	r	=	r.original	End	switch	If	size(MaxSet)	=	0	then	MaxSet.weight	=	0	End	while	Return	M 
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CHAPTER 4 

Simulation Results 

 

 In this chapter, we discuss the simulation results, and we compare with three 

protocols. LCS (we proposed), Locus [11] and Epidemic [3]. We make some variation 

in Epidemic, because of Epidemic doesn’t matter the query-reply situation. We set the 

area concept and let nodes having query scenario and reply action in Epidemic.  

 Then, in the results, we will show some validation parameters. And we explain 

how the equation be calculated below.  

(1) Query-Reply Success Ratio: The equation is shown below. The number of 

success reply message means all the reply messages success delivery from Replier to 

Querier, and the same data we won’t be repeatable recorded. And the number of query 

message means how many numbers the query message be generated, so the replicate 

query messages we won’t record.  

(2) Query Delivery Ratio: The equation is shown below. The number of query 

delivered means the all query messages which delivered to the data source node and 

the number of query message described above. 

(3) Overhead: The messages which are redundant transferred are overhead. 

Success reply message means the first message reply to the Querier and the same 

messages replied afterword do not include. Query delivered means the first message 

delivered to the Replier, and as above, the same messages don’t include. 
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Figure 15: ONE simulator 

 

4.2 Simulation Settings 

 The simulation setting is shown as Table 2. The map area is 3000m * 2500m, and 

the simulation time is 43200 seconds, it is equivalent to 12 hours. In order to initialize 

data sources, we have to set a warm up time 1000 seconds. The node data 

transmission rate is 2Mbps, and the transmission rage is 10m. All nodes divided to 

types, 35% is Online-node and 65% is Offline-node. The message size of Data 

message and Reply message are 500KB~1MB, and the Query message is 

50KB~100KB. All the messages have a creation interval, the Data message is 

120~180 seconds, and the Query message is 200~400 seconds. The node buffer size is 

500MB. All nodes are pedestrian, so the moving speed is 1.8km~5.4km per hour. And 

the messages’ TTS is 18000 seconds, it is equivalent to 5 hours. 
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Table 2: Simulation Settings 

Area  3000m x 2500m 
Simulation Times  43200 Sec 
Warm Up Time  1000 Sec 
Data Rate  2Mbps 
Radio Range  10m 
Online‐node : Offline‐node  35% : 65% 
Message Size   
        Data/Reply message  500K~1MB 
        Query message  50K~100K 
Interval of message creation   
        Data message  120‐180 Sec 
        Query message (offline‐node only)  200‐400 Sec 
Buffer size  300MB 
Velocity  1.8~5.4 km/h 
Time‐To‐Store(TTS)  18000 sec 

 

4.3 Simulation Results 

 Before comparing to other approaches, we analyze some parameters to our 

approach. First we will discuss the effect of the percentage of node type and the radius 

of Inside Area. Then, we will compare with other approaches to analyze the 

performance. And we will discuss below.   

 4.3.1 The percentage of node type 

We simulate four node type scenarios. All the Online-node can’t query data, 

because we assume they can query from the Internet directly. They just create or reply 

data. We can see Figure 16 Query-Reply success ratio. If there are no Online-nodes, it 

get low success ratio. Because all nodes are Offline-node, they can’t know all the data 
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4.3.3 Node Density 

 In the section, we analyze the results with other approaches, Locus and Epidemic 

routing schemes. And we want to see what the importance part of our approach is, so 

we make two changing in our approach. One is we don’t matter the Data replication 

strategic and we only use the Epidemic routing to spread the data messages, and the 

other is we don’t care the Query replication strategic, just use Epidemic to 

disseminate the query messages.  

 In Figure 23, we can see our approach and Locus have a similar performance in 

query-reply success ratio, because both of we are using the region concept to 

centralize the messages. But, as the number of nodes increase, Locus will perform 

well than ours. Because our region concept base on local area, if there are many nodes 

in this area, it will have many messages (data, query, reply) in every node. Although 

nodes have rich data source, the transmission rate is fixed, and nodes intermittent 

connected, they can’t send all the messages. So, some messages might be ignore, and 

the performance isn’t well. And we want to see the importance part of our approach, 

we modify it in two types. (1) We use epidemic routing to replace the data replication 

strategic, and (2) we use epidemic routing to replace the query replication. The result 

shows the (1) type got worse performance. Because the data messages couldn’t be 

centralized to the inside area, the messages would spread to whole network. It is 

difficult to query unique data message in the network.  

 Otherwise, in order to compare fairly, we present a scenario with only 

Offline-node in our approach. Although the success ratio is worse than Locus, but the 

overhead and latency are better than Locus. And the result will discuss below. 
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CHAPTER 5 

Conclusions and Future Work 

 

 In this thesis, we proposed a location-based content search approach. We use 

four strategies to achieve our objective. It is Data replication strategic, Query 

replication strategic, Data reply strategic and Data synchronize and update. Then we 

proposed a three-tier area concept, and every strategic in different area will have 

different rule to replicate messages. We divided all nodes into two parts, Online-node 

and Offline-node. If Offline-node wants to search some information, besides the other 

Offline-node, it can ask Online-node for searching. And in the sending message 

period, we proposed a message queue selection algorithm to decide which message 

will be sent first. Finally, we evaluate the results with Epidemic and Locus. And we 

use some parameters to verify our approach. Although LCS is worse than Locus in 

Query-Reply success ratio, in Overhead and Latency, LCS is much better than Locus.  

In the future, we will consider the adaptive weighted value of messages. 

According to the message forwarding times or the estimation numbers of unique 

messages in some area. The weighted value of messages could be revised, and the 

nodes can spread the most important message out. Finally, we will implement this 

work into Plastory [28] system which is a mobile storytelling platform we developed 

before.   



‧
國

立
政 治

大

學
‧

N
a

t io
na l  Chengch i  U

niv

ers
i t

y

49 
 

 

 

REFERENCE 

 

[1] V. Cerf, S. Burleigh, A. Hooke, L. Torgerson, R. Durst, K. Scott, K. Fall and H. 

Weiss, “Delay-Tolerant Networking Architecture”, RFC4838, April 2007, [Online]. 

Available: http://www.ietf.org/rfc/rfc4838.txt 

[2] K. Fall, “A Delay-Tolerant Network Architecture for Challenged Internets”, In 
Proc. SIGCOMM, August 2003. 

[3] A. Vahdat and D. Becker, “Epidemic routing for partially-connected ad hoc 

networks,” Tech. Rep. CS-2000-06, Duke University, July 2000. 

[4] T. Spyropoulos, K. Psounis, C.S. Raqhavendra, “Spray and wait: an efficient 

routing scheme for intermittently connected mobile networks”, EE, USC, USA, In 

Proc. SIGCOMM, August 2005. 

[5] T. Spyropoulos, K. Psounis, C.S. Raqhavendra, “Spray and Focus: Efficient 

Mobility-Assisted Routing for Heterogeneous and Correlated Mobility”, USC, EECS, 

USA, In Proc. PERCOM, March 2007. 

[6] A.Lindgren, A.Doria, and O. Schel’en, “Probabilistic Routing in Intermittently 

Connected Networks”, LUT, Sweden, In Proc. SIGMOBILE, vol. 7-3, July 2003. 

[7] D.K. Cho, C.W. Chang, M.H. Tsai, M. Gerla, “Networked medical monitoring in 

the battlefield”, CS, UCLA, USA, In Proc. MILCOM, November 2008. 

[8] C. Caini, P. Cornice, R. Firrincieli, D. Lacamera, S. Tamagnini, “A DTN Approach 

to Satellite Communications”, DEIS/ ARCES, University of Bologna, Italy, In Proc. 

IEEE Journal on Selected Areas in Communications, vol. 26-5, June 2008.  



‧
國

立
政 治

大

學
‧

N
a

t io
na l  Chengch i  U

niv

ers
i t

y

50 
 

[9] Y. Sasaki, Y. Shibata, “Distributed Disaster Information System in DTN Based 

Mobile Communication Environment”, Japan, In Proc. BWCCA, November 2010. 

[10] P. Jinag, J. Bigham, E. Bodanese, “Adaptive Service Provisioning for Emergency 

Communications with DTN”, EECS, Queen Mary University of London, UK, In Proc. 

WCNC, March 2011. 

[11] Nathanael Thompson, Riccardo Crepaldi and Robin Kravets, “Locus: A 

Location-based Data Overlay for Disruption-tolerant Networks”, CS, University of 

Illinois Urbana-Champaign, USA, In Proc. CHANTS, September 2010. 

[12] P. Yang, M.C. Chuah, “Performance evaluations of data-centric information 

retrieval schemes for DTNs”, CSE, Lehigh University, USA, In Proc. MILCOM, 

November 2008. 

[13] Cong Liu, Jie Wu, Xin Guan and Li Chen, “Cooperative File Sharing in Hybrid 

Delay Tolerant Networks”, In Proc. ICDCSW, June 2011. 

[14] Mikko Pitk¨anen, Teemu K¨arkk¨ainen, Janico Greifenberg, and J¨org Ott, 

“Searching for Content in Mobile DTNs”, Helsinki University of Technology, Finland, 

In Proc. PERCOM, March 2009. 

[15] S.C. Nelson, M. Bakht, R. Kravets, “Encounter–Based Routing in DTNs”, CS, 

University of Illinois at Urbana-Champaign, USA, In Proc. INFOCOM, April 2009. 

[16] E.C.R de Oliveria, C.V.N. de Albuquerque, “NECTAR: A DTN Routing Protocol 

Based on Neighborhood Contact History”, Universidade Federal Fluminense, Brasil, 

In Proc. SAC, March 2009 

[17] J. LeBrun, C.N. Chuah, D. Ghosal, M. Zhang, “Knowledge-Based Opportunistic 

Forwarding in Vehicular Wireless Ad Hoc Networks”, UC Davis, USA, In Proc. VTC, 

May 2005. 

[18] P. Hui, J. Crowcroft, E. Yoneki, “BUBBLE Rap: Social-based Forwarding in 

Delay Tolerant Networks”, University of Cambridge, UK, In Proc. MobiHoc, May 



‧
國

立
政 治

大

學
‧

N
a

t io
na l  Chengch i  U

niv

ers
i t

y

51 
 

2008. 

[19] P. Juang, H. Oki, Y. Wang, M. Martonosi, L.S. Peh, D. Rubenstein, 

“Energy-Efficient Computing for Wildlife Tracking: Design Tradeoffs and Early 

Experiences with ZebraNet”, Princeton University, USA, In Proc. ASPLOS-X, 

October 2002. 

[20] G. Sollazzo, M. Musolesi, C. Mascolo, “TACO-DTN: a time-aware 

content-based dissemination system for delay tolerant networks”, CS, University 

College London, UK, In Proc. MobiOpp, June 2007. 

[21] S. Carrilho, G. Valadon, H. Esaki, “Hikari: DTN message distribute system”, The 

University of Tokyo, Japan, IPSJ SIG Technical Report, January 2009. 

[22] C.E. Palazzi, A. Bujari, “A Delay/Disruption Tolerant Solution for 

Mobile-to-Mobile File Sharing”, University of Padova, Italy, Wireless Day, In Proc. 

IFIP, October 2010. 

[23] B. Cohen, “Incentives Build Robustness in BitTorrent”, May 2003 

[24] “InMobi Mobile Market 2011 Review: Explosive Growth in Mobile, Tablet 

Impressions Increase 771%*”, InMobi, January 2012. 

Available: http://www.inmobi.com/press-releases/ 

[25] “Steve Jobs Declares Post-PC Era”, InformationWeek, June 2010. 

Available: http://www.informationweek.com/news/software/productivity_apps/225300193 

[26] T. Vincenty, “Direct and Inverse Solutions of Geodesics on the Ellipsoid with 

application of nested equations”, Survey Review, Vol.23, 1975. 

[27] Ari Keränen, Jörg Ott, Teemu Kärkkäinen, “The ONE Simulator for DTN 

Protocol Evaluation”, In Proc. SimuTools, March 2009. 

[28] Sicai Lin, Tzu-Chieh Tsai, Shindi Lee, Sheng-Chih Chen, "Location-Based 

Mobile Collaborative Digital Narrative Platform", In Proc. The Third International 

Conference on Creative Content Technologies (CONTENT 2011), Sep 2011. 


