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Introduction

The DNA computing in the forecasting process is applied for several reasons: First, a problem specific
computing will be easier to design and implement, with less need for model/functional complexity and flexibility.
Secondly, the types of soft computational problems that DNA based computing may be able to effectively solve
social competence for economic conditions that a dedicated processor would be naturally reasonable. As well,
these problems will be likely to require extensive time that would preclude the need for a more versatile and
interactive system that may be able to be implemented with a universal computing machine.

The practical possibility of using DNA molecules as a medium for computation was first demonstrated by
Adleman [2]. He demonstrated a proof-of-concept use of DNA as form of computation which was used to solve
the seven-point Hamiltonian path problem [1], [3]. The primary intention of Adelman’s work was to prove the
feasibility of molecular computation, and also gave an indication that the emergence of this new computational
paradigm could provide an advantage over conventional electronic computing techniques. Specifically, DNA has
shown to have massively parallel processing capabilities which allow a DNA based computer to solve
complicated computational problems in a reasonable amount of time.

The main advantage offered by most proposed models of DNA based computation is the ability to handle
millions of operations in parallel. The massively parallel processing capabilities of DNA computers may give
them the potential to find tractable solutions to otherwise intractable problems, as well as potentially speeding up
large, but otherwise solvable, polynomial time problems requiring relatively few operations. Many different
models exist within the paradigm of "classical” DNA computation [4], [8], [10], [15], and [20] each of them with
different advantages and degrees of applicability to classes of problems.

On the other hand, in the field of humanity and social science, fuzzy statistics and fuzzy forecasting have
attracted many attentions lately. This is a nature result because of the complicated phenomenon of humanity and
society which is hard to be fully explained by traditional models. Taking stock market as an example, the
essence of closing price is uncertain and indistinctive. Moreover, there are many factors could influence the
closing price, such as trading volume and exchange rate, etc. Therefore, if we merely consider the closing price
of previous day to construct our forecasting model, we are capable of estimating the future trend, rather than
unexpected or unnecessary loss.

Upon applying fuzzy logic in the time series analysis, the first step is to identify how to integrate linguistic
variable analysis methods in solving the autoregressive relation problem of the dynamic data. Chiang et al. [6]
presented self-learning methods to modify fuzzy models for dynamic system in linguistic field. Later, Huarng
[10] proposed a fuzzy linguistic summary as one of the data mining function to discover useful knowledge from
database. In fact, fuzzy relation equations are easier to be understood and applied than decision tables or decision
rules.

In view of this, many researchers have adopted fuzzy relation equations for time series analysis and
forecasting. For instance, Wu and Hung [26] proposed a fuzzy identification procedure for ARCH and Bilinear
models. Kumar and Wu [12] used fuzzy statistical techniques in change period’s detection of nonlinear time
series. Chen and Hwang [5] proposed the two-factors time-variant fuzzy time series model and developed two
algorithms for temperature prediction. Huarng [10] and Tseng et al. [24] proposed heuristic models by
integrating problem-specific heuristic knowledge with Chen’s [5] model to improve forecasting.

In this research, we propose a fuzzy time series modeling process with DNA computing. This method is
applied to the financial time series data, and then forecast future trend while comparing the forecasting
performance. From the empirical studies, it is shown that our proposed method demonstrates an appropriate and
efficient performance of prediction for exchange rates.

Encoding Scheme

Next will be a series of biochemical process. Assume we have a time series data with » records, which means
there exist n-1 first order difference. A number of n-7 test tubes are set up in represent each first order difference
4X,. Two DNA sequences are designed in represent the “up” trend and “down” trend, denote as DNA1 and
DNAZ2, respectively. These two DNA sequences are identical beside its own special designed PCR primers



denote as UF, UR, DF, and DR (UF: DNA1 forward primer; UR: DNAL reverse primer, DF: DNA2 forward
primer, DR: DNAZ2 reverse primer) as shown in Fig. 3.1.

Special designed primers
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Fig 3.1 DNA encoding scheme. DNA1 and DNA2 are designed in represent “up” trend and “down” trend respectively. DNA1 and DNA2
have its own special design primers.

Synthesizing short single-stranded DNA is now a routine process. The molecules can be made by an
auto-programming machine called DNA synthesizer. Itineraries can then be produced from the encodings by
linking them together in proper order. To accomplish this we can take advantage of the fact that DNA hybridizes
with its complementary sequence. Random itineraries can be made by mixing difference encodings.

The ratio of up trend primers (UF, UR) and down trend primers (DF, DR) for each test tube is set up
corresponding with 4X, /T according to the Table 3.2.

Table 3.2 The ratio of primer for each test tube

AX, 1T [[1.0-09] [(-09-0.6] [(-06,-0.3] [¢-0.3-0.1] [(-0.1,0.1] [0.1,0.3] [0.3,0.6] [(0.6,09] [(0.9,1.0]

Pup:Paown  9:1 8:2 7:3 6:4 5:5 4.6 3.7 2:8 1:9

Making Prediction

Finally, according to the quantity of DNA1 and DNAZ2 retrieved from previous step, we define the ratio of
up-and-down trend as the auto-correlation coefficient by:

S DNAL,
7 — (3.)
S DNAL + DNA2,
i=2 i=2
3" DNA2,
oY — (32)
S DNAL, + Y DNAZ,
i=2 i=2

In the fuzzy forecasting for one step, (U-D)T is transferred into fuzzy number according to Table 3.1. Hence, the
one step fuzzy forecasting becomes:
m; m;
FX,,=X,®(—~+—"L)T 3.8
n+l n ( L[ L ) ( )

i+1

where (% + M) T means the memberships of the variation with respect to the linguistic variables L, L.,

i i+1
based on the total variation 7, and @ stands for the fuzzy addition.

The proposed DNA computing algorithm for forecasting is summarized as following:
Step 1. For time series {X,}, decide the total variation of { AX,} and linguistic variables {Ll,LZ,---,LS} of
4X,.
Step 2. Design the memberships of fuzzy time series w.r.t the linguistic variables



Step 3. Determine the ratio of primer

Step 4. Design the DNA sequences and primers

Step 5. Molecular reaction [PCR]
Step 6. DNA quantification [Real-time PCR]
Step 7. Calculate the forecasting value

Data Analysis

The monthly exchange rates of JPY/USD and EUR/USD are taken as an example in this study. The exchange
rates between 2004/1 and 2005/12 as shown in Fig. 4.1 are retrieved from the Central Bank of China. According
to the data source, T=max| 4X, |=5.27 for JPY/USD, and T=max| 4X, |=0.034 for EUR/USD can be obtained.
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Figure 4.1 Trend for Exchange Rate: JPY/USD and EUR/USD

Fuzzy Model Construction

After fuzzifying these data of monthly exchange rate, the method mentioned in Section 3.1 is applied for
calculating the data’s corresponding memberships in linguistic variables L, asillustrated in Tables 4.1 and 4.2.

Table 4.1 The ratios of primer and memberships for JPY/USD

Month 4X,1T Ratio of primer Memberships

Pup:Pdown plunge drop draw soar surge
2004/1-2 0 5:5 0 0 1 0 0
2004/2-3 0.39 3.7 0 0 0.22 0.78 0
2004/3-4 -0.26 6:4 0 0.5 0.5 0 0
2004/4-5 1.00 1:9 0 0 0 0 1
2004/5-6 -0.58 73 0.16 0.84 0 0 0
2004/6-7 -0.02 5:5 0 0.04 0.96 0] 0
2005/9-10 0.71 2:8 0 0 0 0.59 0.41
2005/10-11 0.68 2:8 0 0 0 0.64 0.36
2005/11-12 0 5:5 0 0 1 0 0

Forecasting and Performance

The memberships of JPY/USD and EUR/USD monthly variations between January 2004 and December 2005
can be observed from Tables 4.1 and 4.2. Finally, the result from DNA forecasting is shown at Tables 4.3 and
4.4. Due to the purpose of this research is to explore the qualitative trend of time series, the memberships are

Co 50 — DNA1%

transformed based on fuzzy rule from the concentration of DNA by 50 as illustrated at Table



4.5, which is generated from Table 3.1. The corresponding linguistic variables are obtained to facilitate analysis,
and the result is compared with the best ARIMA model (p,d,q) in Tables 4.6 and 4.7.

Table 4.3 The ratios of two DNAs and memberships for JPY/USD after reaction

. Memberships
Month Ratio DNA1:DNA2
plunge drop draw soar surge

2004/1-2 52:48 0 0.08 0.92 0 0
2004/2-3 25:75 0 0 0 1 0
2004/3-4 69:31 0 0.76 0.24 0 0
2004/4-5 6:94 0 0 0 0.24 0.76
2004/5-6 58:42 0 0.32 0.68 0 0
2004/6-7 54:46 0 0.16 0.84 0 0
2005/9-10 52:48 0 0.08 0.92 0 0
Average 41:59 0 0 0.36 0.64 0
*2005/11 38:62 0 0 0.52 0.48 0
*2005/12 45:55 0 0.0 0.80 0.20 0
*2006/1 47:53 0 0 0.88 0.12 0
*2006/2 42:58 0 0 0.68 0.32 0

*Note that the second column of Table 4.3 is a pre-experimental result; a more
complete experiment should be conducted for the business application.

The MAFA is defined in Section 3.6 for measuring the accuracy of forecasting methods. From Tables 4.6
and 4.7, we can find the DNA(1) model has better forecasting performance than ARIMA model. The MAFA
result is shown at Table 4.8.

The major reason why the prediction cannot hit the real value is that we only consider the greatest
membership and omit others memberships. Therefore, only with reasonable forecasting model can we decide
investment strategy from forecasting results. Otherwise, without the direction of clear outlines, investors will
face a plight as to which information they should take.

Table 4.8 Forecasting accuracy of Best ARIMA and DNA computing from Mean
Absolute Forecasting Accuracy

Exchange Currency Best ARIMA 1,0,1 DNA computing
JPY/USD 81.25% 81.25%
EUR/USD 75% 81.25%

Concluding Remarks and Future Works

DNA computing is so exciting because of the collaboration of chemists, biologists, mathematicians, and
computer scientists to understand and simulate fundamental biological processes and algorithms taking place
within cells. Although DNA computing might not replace conventional computing in the near future, they still
have endless potentials for other applications. The DNA computing has clear advantages over conventional
computing when applied to problems that can be divided into separate, non-sequential tasks. The reason is that
for non-decomposable problems, those that require many sequential operations are much more efficient on a
conventional computer due to the length of time required to conduct the biochemical operations.

In this research, we tried to make an appropriate process of constructing fuzzy time series model and use this
model to forecast the exchange rate of JPY/USD and EUR/USD. Compare the DNA forecasting and DNA fuzzy
forecasting model with traditional ARIMA model by the performance of forecasting accuracy, we can find that
the DNA model has better forecasting performance than that of traditional ARIMA model. We hope this method
will provide a new forecasting technique for investors to make optimal decision with fuzzy information.



In spite of the forecasting performance for DNA forecasting model, there are some problems for further

studies. For example:

(i)

(i)
(iii)

(iv)

To make a general rule for fuzzy order identification instead of the Markov relation. DNA computing can be
more accurately described as a collection of new computing paradigms rather than a single focus. Each of
these different paradigms within molecular computing can be associated with different potential applications
that may prove to place them at an advantage over conventional methods. Many of these models share
certain features that lend them to categorization by these potential advantages. However, there exists enough
similarities and congruencies that hybrid models will be possible, and that advances made in both "classic"
and "natural” areas.

To extend our result to the multivariate fuzzy time series case. In fact, how to solve the nonstationary or
seasonal factors for the time series are still open questions.

In this research, we adopt five-ranking classification and transform the time series data into fuzzy numbers
through membership functions. However, seven-ranking classification used in social sciences may be used
in future studies for special situation, and it is yet to prove where it will provide significant improvement on
forecasting performance?

Future applications might make use of the error rates and instability of DNA based computation methods as
a means of simulating and predicting the emergent behavior of complex systems. This could pertain to
weather forecasting, economics, and lead to more a scientific analysis of social science and the humanities.
Such a system might rely on inducing increased error rates and mutation through exposure to radiation and
deliberately inefficient encoding schemes. Similarly, methods of DNA computing might serve as the most
obvious medium for use of evolutionary programming for applications in design or expert systems. DNA
computing might also serve as a medium to implement a true fuzzy logic system.
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