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Abstract. We present a bandwidth allocation
scheme offering optimal solutions for the network op-
timization problem. The bandwidth allocation policy
in class-based networks can be defined by utility func-
tions. This scheme is formulated as a mixed-integer
nonlinear programming model, preparing a database
identifying suitable end-to-end paths upon each con-
nection request. A fast branch and bound algorithm
is proposed for solving the optimization problem.

1 Introduction

In recent years, we have witnessed considerable ac-
complishments in the design and deployment of
broadband communication networks. Network capa-
bilities grow at a remarkable rate. At the same time,
a phenomenal growth in data traffic and a wide range
of new requirements of emerging applications call for
new mechanisms for the control and management of
communication networks. The idea of a single shared
physical network that will support multiple hetero-
geneous applications with different traffic character-
istics and different Quality of Service (QoS) require-
ments, is widely regarded as the way to meet the
telecommunication challenges of the future [3]. QoS
has always been the major issue for telecom providers
[13]. Packet-switched networks have been proposed
to offer the QoS guarantees in integrated-services net-
works because individual packets may exhibit a sig-
nificant variation in network service quality.

We deal with the problem of dimensioning band-
width for elastic data applications in packet-switched

communication networks. Each network user is al-
lowed to request more than one type of service, and
users’ satisfaction is summarized by means of their u-
tility functions. We focus on allocating resources and
finding a routing scheme on All-IP communication
networks. An approach is presented for the band-
width allocation problem and QoS routing in All-TP
networks. The objective of the optimization problem
is to determine the amount of required bandwidth
for each class to maximize the sum of the users’ sat-
isfaction. These operational processes are involved
in the efficient set-up and usage of a network. Three
main components of these processes are designed for
which links to develop to meet certain connectivity
requirements, determining how much capacity to put
on the links to serve all traffic demands, and choosing
which paths to use for the various traffic streams to
meet demand without violating capacity restrictions
on links.

2 Network
Schemes

Management

Consider a directed network topology G = (V,E),
where V and [E denote the set of nodes and the set of
links in the network respectively. The maximal pos-
sible link capacity is U, on each link e € E. Suppose,
for each link e, there is a mean delay /. related to the
link’s speed, propagation delay, and maximal transfer
unit. Suppose there is the link cost k. for using one
unit bandwidth. There are m different QoS classes



of connections in the network. Let I = {1,...,m}
be an index set consists of m different QoS class-
es. The specific QoS requirements, for each class i,
include minimal bandwidth requirement b; and max-
imal end-to-end delay constraint D;. We denote the
total number of connections, for each class 7, by K.
Let J;, for each class i, be an index set which con-
sists of K; connections, that is, J; = {1,..., K;}. All
connections are delivered between the same source o
and destination d in this (core) network. Every con-
nection in class 7 is allocated the same bandwidth 6;
and has the same QoS requirement.

A connection j in each class ¢ should be routed
through some path p;; between o and d. When a
connection j in class ¢ is routed along a path p; ; =
{e € E| x;,j(e) = 1}, the end-to-end delay D(p; ;) is
computed from the following formula (Atov et al. [2],
Johari and Tan [5], etc.):

n\pi,j)- 0;
D(pi ;) = npig) i + ) L,

> 1)

ecpi,j

where n(p; ;) is the number of links along path p; ;
and o; is the mean packet size for each classi,7 € I. A
path p; ; between o and d is feasible, for a connection
j of class i, if D(p; ;) < D;.

Under a limited available budget B, we plan to al-
locate the bandwidth in order to provide each class
with maximal possible QoS and determine the opti-
mal end-to-end path under guaranteed service. Deci-
sion variable 6; represents the bandwidth allocated to
each connection in class ¢, and binary variable x; ;(e)
determines whether the link e is chosen for connec-
tion j in class i. Bandwidth sharing in a network is
frequently evaluated in terms of a utility function [4],
[6], [7], etc. The utility of a connection (user) in class
1, fi(6;), is assumed to be an increasing concave func-
tion of its bandwidth 6;. The utility function f;(6;)
can be formulated as

fZ(Hz) = 10g 91‘ (2)
as introduced by Kelly et al. [6]. Our goal is to max-
imize the total utility of all competing classes. The
utility maximization model is formulated as follows

[10]:
Max Z w; - fi (92) (3)
i€l
s. t. ZZ Z kebixij(e) < B (4)

ecE i€l jel;

Z Z Oixi,;(e) < Ue

el jel;

> oixii(e) + Y Lebixij(e) < D - 6:(6)
ecE ecE

;i > b; (7)
> xigle)=1, Vi€l (8)
e€cE,

Z Xi,j(e) = Z Xij(e) 9)
eCEin e€Egut

Y xijle) =1 (10)
e€Ey

0; >0 (11)

Xij(e)=0orl VeeE, ¥jel;

where w; € (0,1) is the weight assigned to each class
iand ), ;w; = 1. Since pages are limited, proofs of
the following results are skipped and will be provided
for requests.

The budget constraint (4) is due to the limited bud-
get on network planning. The constraint (5) mean-
s that the aggregate bandwidth of all connections
at any link does not exceed the capacity. We have
the end-to-end delay constraint (6) since every con-
nection has the maximal end-to-end delay constrain-
t.  Constraint (7) shows that every connection in
the same class has the same bandwidth requirement.
Constraints (8), (9), and (10) express the node con-
servation relations indicating that flow in equals flow
out for every connection j in class 7. Constraints (8)-
(10) are standard flow conservation constraints. Con-
tinuous decision variables and binary variables must
be nonnegative in constraints (11)-(12).

Theorem 1 The network management scheme is
NP-hard.



3 A Fast Branch and Bound Al-
gorithm

The relaxation model of the network management
scheme is formulated as follows:

icl
s. t. constraints (4) — (11)

0<x;je)<1, Ve€eE, Vjel;, icl(13)

where w; € (0,1) is the weight assigned to each
class i and ), ;w; = 1. The relaxation constraints
(13) are obtained by dropping the integer constrain-
t on (12) in the network management scheme. Let
F ={6i,xi;(e)lj € Ji, i €1, e € E} be the set of
all feasible solutions to Relaxation Model. The fast
branch and bound algorithm branches by fixing the
fractional decision variable 0 < x; ;(e) < 1. Branch
and bound searches stop when every solution in F has
been branched or terminated. The incumbent solu-
tion at any stage in a search of a discrete model is the
best feasible solution known so far. We denote the in-
cumbent solution X = {6;, X ;(e)|Vj € J;, i €1, e €
E} and its objective function value f = Y icl w; fi(65).
Moreover, we denote the Lagrangian dual value of the
incumbent solution X by fL. If all the solutions have
been either branched or fathom, then the final in-
cumbent solution is the optimum. The following is
the fast branch and bound algorithm, which is im-
plemented to solve the network management scheme.

Subprogram 1: (Path Search Algorithm)

Step 1. Compute the incidence matrix of given
network topology G = (V,E). Proceed to Step
2.

Step 2. Find all candidates of end-to-end paths
from the incidence matrix. Proceed to Step 3.

Step 3. Set up the set of all end-to-end path-
s P = {x(e)| Xeer, X(€) = 1,3 ccp, x(€) =
1, Zeeﬂiyl X(e) = Zeeﬂigut X(e)» Xi,j(e) =
0 or 1, Ve € E}, and calculate the cardinal num-
ber |P|. Then the procedure stops, and go to
Subprogram 2.

From the output of Subprogram 1, P, the network
management scheme can be simplified to Model 2:

i€l
constraints (4) — (7), (11)
pij=1{xij©)VecE}cPVjecl, Vicl

s. t.

Subprogram 2:

Step 1. (Relaxation.) Solve the relaxation of the
network management scheme, Relaxation Mod-
el. Let f* =), yw;f; be the optimal value of
Relaxation Model. Proceed to Step 2.

Step 2. (Initialization.) Set t = 0 and ¢ > 0.
Put the initial solution X = {69, x?,(e)|6? =

bi,x?;(e) = x(e), Vi € J;, i € I, e € E}, and
f= > ier wifi(69). Proceed to Step 3.

Step 3. (Branching.) Set ¢ < t+1, and select one
solution X" = {0, x} ;(e)|lj €€ Ei, i € I, e €
E} € F. Choose a connection (a pair of indices)
(4,7)" € Ix J; whose xj ;(e), e € E is a fractional
part of the solution X! node, then create |P| new
active nodes and select one different candidate
pi; = {x(e)[¥ e € E} € P for each new active
node. Add them into f and update I x J; «—
IxJ;\ (i,7)" Proceed to Step 4.

Step 4. (Termination by Bound.) If
Dicrwifi(0;) < f, then set f — F \ {X'}
and go to Step 6. Otherwise, proceed to Step 5.

Step 5. (Termination by Solving.) If
dicrwifi(0f) > f and {Xﬁ,j(e)U € i, i €
I ec€ E} are integer solutions, then update
f — Zzeﬂwlfl(ef)’ X «— Xt, F — F \ {)(t}7
and proceed to Step 6. Otherwise, go to Step 3.

Step 6. (Optimal Criteria.) If / = ( or |f —
f*| < e, then the procedure stops. The incum-
bent solution X is called the e-optimal solution.
Otherwise, go to Step 3.

Theorem 2 Model 2 is equivalent to the original
model.



For positive integer n, let fn be the objective func-
tion value of the n-th incumbent solution in the above
fast branch and bound algorithm. Then, for this u-
tility maximization model, { fn} is an increasing se-
quence.

Theorem 3 The sequence {f,} of objective function
values of incumbent solutions is increasing.

Theorem 4 The sequence of objective function val-
ues of nodes for each consecutive branch in the fast
branch and bound algorithm is decreasing.

Theorem 5 The complexity of the fast bpgnch and
bound algorithm in the worst case is O(|P| e %),
The complexity of this algorithm is much better than
that oforiginal utility maximization model, which is
02 e Ky,

4 Conclusions

We present an approach for the bandwidth alloca-
tion and QoS routing in All-TP networks. Solving the
network management scheme by the fast branch and
bound algorithm, we can find the optimal bandwidth
allocation on the network under a limited available
budget. Our approach is executed in advance and
its purpose is to precompute solutions as a database
for later usage, which selects one of the solutions by
performing a few additional computations when con-
nections arrive.
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A Fast Branch and Bound Based Algorithm for
Bandwidth Allocation and QoS Routing on
Class-based IP Networks

Chia-Hung Wang! Hsing Luh!-
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Wen-Shan, Taipei 11605, Taiwan

2 Research Center of Mind, Brain, and Learming, National Chengehi University,
Wen-Shan, Taipei 11605, Taiwan

Abstract  We present a bandwidth allocation scheme offering optimal solutions for the network
optimization problem. The bandwidth allocation policy in class-based networks can be defined
by utility functions. This scheme 1s formulated as a mixed-integer nonlinear programming model,
preparing a database identifying suitable end-to-end paths upon each connection request. A fast
branch and bound algorithm is proposed for solving the optimization problem.

Keywords bandwidth allocation: QoS routing; branch and bound algorithm

1 Introduction

We deal with the problem of dimensioning bandwidth for elastic data applications in
packet-switched communication networks. Each network user 15 allowed to request more
than one type of service, and users’ satisfaction 1s summarized by means of their utility
functions. We focus on allocating resources and finding a routing scheme on All-IP com-
munication networks. An approach is presented for the bandwidth allocation problem
and QoS routing in All-IP networks, offering multiple services to users. The objective
of the optimization problem is to determine the amount of required bandwidth for each
class to maximize the sum of the users’ satisfaction. These operational processes are in-
volved in the efficient set-up and usage of a network. Three main components of these
processes are designed for which links to develop to meet certain connectivity require-
ments, determining how much capacity to put on the links to serve all traffic demands,
and choosing which paths to use for the various traffic streams to meet demand without
violating capacity restrictions on links.

2 Network Management Schemes

Consider a directed network topology G = (V. [E), where ¥V and E denote the set of
nodes and the set of links in the network respectively. The maximal possible link capacity
15 U on each link e € E. Suppose, for each link e, there is a mean delay £, related to the



link’s speed, propagation delay, and maximal transfer umt. Suppose there 1s the link cost
i for using one umit bandwidth.

There are m different QoS classes of connections in the network. Let I = {1...., m}
be an index set consists of m different QoS classes. A small example with m = 3 from
|9] is shown in Fig. 1. The specific QoS requirements, for each class #, include minimal
bandwidth requirement b, and maximal end-to-end delay constraint ,. We denote the
total number of connections, for each class i, by K,. Let J,, for each class 7, be an index set
which consists of K; connections, that is, J, = {1.....K;}. All connections are delivered
between the same source o and destination o in this (core) network. Every connection, in
the same class 7, 1s allocated the same bandwidth 8, and has the same QoS requirement.

Under a limited available budget B, we plan to allocate the bandwidth in order to
provide each class with maximal possible QoS and determine the optimal end-to-end path
under guaranteed service. Decision variable 6, represents the bandwidth allocated to each
connection in class 7, and binary variable y; ,(e) determines whether the link e is chosen
for connection j m class 7.

Bandwidth sharing in a network 1s frequently evaluated in terms of a utility function
[4], [6], [7]. ete. The utility of a connection (user) in class i, f,(6,), is assumed to be
an increasing concave function of its bandwidth ;. The utility function f;(6;) can be
formulated as

£(6,) =log6, (M

as introduced by Kelly et al. [6]. Our goal 15 to maximize the total utihity of all competing
classes. The utility maximization model is formulated as follows [10]:

Max sz"fa(ex} (2)
5.t 22 2 Kby, le)<B 3)
ecBicl jeJ;

Z E O‘x‘-}'(e) <l YeckE (4)

el jed;
Socn O () 4 TeenbeOy () <D0, Vjel, icl (5)
6>b,Yiel 6)
E xe)=1Vjel,iel )
Y xwse)= Y mle).VveV, Viel,icl (8)
ZYA‘;(?):LV_}'EL_-I'EH (9

echy

0,>0.¥Viel (10)
Xse)=00rl,Ye€E Vj€l, i€l an

where w, € (0,1) is the weight assigned to each class i and ¥,.;w, = 1. Since pages are
limited, proofs of the following results are skipped and will be provided for requests.

Theorem 1. The network management scheme is NP-hard.



3 A Fast Branch and Bound Algorithm

The relaxation model of the network management scheme is formulated as follows:

Max EWJ ﬂ{ﬂl}
i€l
oy constraints (3) — (10}
0<y(e)<1,VeecE Vjel, i€l (12)
where w; € (0. 1) is the weight assigned to each class 7 and 3, .- w; = 1. The relaxation

constraints (12) are obtained by dropping the integer constraint on (11) in the network
management scheme.

Letf = {6,y (e)lj€I. i€l ec E} be the set of all feasible solutions to Relax-
ation Model. The fast branch and bound algorithm branches by fixing the fractional deci-
sion variable 0 < y; ;(e) < 1. Branch and bound searches stop when every solution in £
has been branched or terminated. The incumbent solution at any stage in a search of a dis-
crete model is the best feasible solution known so far. We denote the incumbent solution
X ={6.7 (e)¥j€ ], icl, ecE} andits objective function value f = 3, w,£(8).
Moreover, we denote the Lagrangian dual value of the incumbent solution X by /. Ifall
the solutions have been either branched or fathom, then the final incumbent solution is the
optimum. The following is the fast branch and bound algorithm, which is implemented to
solve the network management scheme.

Subprogram 1: (Path Search Algorithm)

Step 1. Compute the incidence matrix of given network topology G = (V.E). Proceed
to Step 2.

Step 2. Find all candidates of end-to-end paths from the incidence matrix. Proceed to
Step 3.

Step 3. Set up the set of all end-to-end paths ' = {y(e)| Yooz, x(e) = 1,¥.cx, xle) =
L,Z ceny x(e} = Zocnge x(e). ), (e) = 0or 1, Ve € E}, and calculate the cardinal
number |P|. Then the procedure stops, and go to Subprogram 2.

From the output of Subprogram 1, F, the network management scheme can be simpli-
fied to Model 2:

Max Y wi - fi(6)

s. L. ;::Jnstraints (3)—(6)
pi={ne)NecE} ePVjcl.Viel
0,>0,viel

Subprogram 2:

Step 1. (Relaxation.) Solve the relaxation of the network management scheme, Relax-
ation Model. Let f* = ¥, -; w, ;" be the optimal value of Relaxation Model. Proceed
to Step 2.

Step 2. (Initialization.) Setf = Oande > 0. Put the initial solution X = {67, »° ) (e)]6) =
b‘._xf;(e) =yle), Vjel,.icl ecE} and f = T ewi i(0°). Proceed to Step 3.



Step 3. (Branching.) Set/ ¢ ¢+ 1, and select one solution X' = {6/, x/ (e)|j €€ E. i€
I. e ¢ E} € F.Choose a connection (a pair of indices) (i, /)" € I % I, whose fo(e},
e € I is a fractional part of the solution X' node, then create |[P| new active nodes
and select one different candidate p{_} = {x(e}|V e € E} € I for each new active
node. Add them into f and update T x J, + I % J,\ (i.j). Proceed to Step 4.

Step 4. (Termination by Bound.) If ¥, w, fi(6]) < f.thenset f « f \{X'} andgoto
Step 6. Otherwise, proceed to Step 5.

Step 5. (Termination by Solving.) If ¥, w.f;(6/) = f and {xi(e)j€l,i€l.ecE}
are integer solutions, then update f ¢ ¥, w, £(8), X « X', F « f \ {X'}, and
proceed to Step 6. Otherwise, go to Step 3.

Step 6. (Optimal Criteria.) If f = 0or |f— f*| < & or |f~ fi| < &, then the procedure
stops. The incumbent solution X is called the £-optimal solution. Otherwise, go to

Step 3.
Theorem 2. Model 2 is equivalent to the original model.

For positive integer #, let £, be the objective function value of the #-th incumbent
solution ig the above fast branch and bound algorithm. Then, for this utility maximization
model, { .} is an increasing sequence.

Theorem 3. The sequence {f,} of objective function values of incumbent solutions is
increasing.

Theorem 4. The sequence of objective function values of nodes for each consecutive
branch in the fast branch and bound algorithm is decreasing

Theorem 5. The complexity of the fast branch and bound algorithm in the worst case is
O(|]P|Ea\ &),

The complexity of this algorithm is much better than that of original utility maximiza-
tion model, which is O(2% Zicr &),

4 Numerical Results

Consider a sample network (as Fig. 1 shows) taken from [9], where ¥V ={node o, node
1,....node d} and E = {e;, k= 1,2,...,20} denote the set of nodes and the set of links in
the network respectively. Each connection 1s delivered from source node o to destination
node d. There are three different QoS classes, where class 1 has the highest priority and
class 3 has the lowest priority. Every connection in class i, for 7 = 1,2, 3, has the same
bandwidth requirement b, = 160 (Mbps), b2 = 80 (Mbps), b3 = 25 (Mbps) mean packet
size gy = 35 (Mb), a3 = 16.6 (Mb), a3 = 12.5 (Mb), and maximal end-to-end delay
constraint ) = 0.89 (millisecond), 1, = 1.02 (millisecond), 13 = 2.34 (millisecond).

Under the total available budget B = $2, 000,000, we plan to allocate the bandwidths
in order to provide each class with maximal utility (1). Table 1 provides a database (an
optimal solution) for given parameters (K;,K,K3) = (80,120,150) and (wy,ws,w3) =
(0.6,0.3,0.1). In Table 1, the column of Optimal Paths p’s shows the paths selected
in the network management scheme. The path flow 8, is the aggregate bandwidth of
connections through path p in class 7. The number of connections (in each class) on
some paths is also determined. By the computation of (5), we list the maximal ene-to-end



delay D{p) along the path p for each class. We conclude numerical results of several test
problems mn Table 2. Optimal objective value, bandwidth allocation and CPU time are
listed in Table 2 to compare those results solved by GAMS and by the fast branch and
bound algorithm. We find that it takes less time by the fast branch and bound algorithm
than by GAMS when the network (size) is large. In the case of (|V|,|E|) = (20,43), the
(optimal) solution obtamned by the fast branch and bound algorithm 1s better than that by
GAMS.

5 Conclusions

We present an approach for the bandwidth allocation and QoS routing in All-IP net-
works. Solving the network management scheme by the fast branch and bound algorithm,
we can find the optimal bandwidth allocation on the network under a limited available
budget. Our approach is executed in advance and its purpose is to precompute solution-
s as a database for later usage, which selects one of the solutions by performing a few
additional computations when connections arrive.
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Table 2: Comparison of numerical results with GAMS and Fast B&B Algorithm

GAMS Fast B&B Algorithm
Test Problem | Optimal Value | Bandwidth Allocation | CPU Time | Optimal Value | Bandwidth Allocation | CPU Time
{[¥], [E]) (61,03.65) (sec) b (01,6;.85) (sec)

(7.10)

(9.15) 1.584 (500, 250, 83.3) 0.92 1.584 (500, 250, 83.3) 1.83
(11,20) 1.169 (375, 187.5, 62.5) 3.18 1.169 (375, 187.5, 62.5) 4.15
(13,26) 1.169 (375, 187.5,62.5) 4.40 1.169 (375, 187.5, 62.5) 2.99
(20.43) 0.795 (265.3, 152.7, 68.9) 16.93 0.847 (300, 150, 50) 0.03
(30,55)
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