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Network Bandwidth Optimization Under Budget Constraints
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Abstract. We present an integer programming
approach to offer optimal bandwidth allocation and
QoS routing for network management problems un-
der budget constraints. The bandwidth allocation
policy in such communication networks with differ-
ent traffic classes is determined in accordance with
the proportionally fair rule, which can be expressed
by utility functions of network users. The objective
of this utility maximization scheme is to prepare a
routing table for future user request. This routing
table identifies the allocated bandwidth and the suit-
able end-to-end path under QoS guarantees for each
user.

1 Introduction

Because of rapid growth of Internet traffic, aggres-
sive deployment of broadband fiber optic network,
advance of Voice over IP (VoIP) technology, and the
global standardization of IP technology, the telecom-
munication industry is moving toward a converged
network, which uses a single global IP based pack-
et switching network to carry all types of network
traffics, to replace the traditional separated packet
switching and circuit switching networks. The inter-
national telecommunication standard organizations
have decided to adopt this new All-IP network as
the base transport network for future developmen-
t. A backbone network (core network) realizes the
connections between local networks, to which most
of the traffic generators are connected. Traffic from
different users in a local network is concentrated

by a switch which connects to more distant places,
through the backbone.

While several Internet Service Providers (ISPs)
have proposed their architecture and detailed spec-
ifications to support multiple heterogeneous applica-
tions in next generation network [1], [2], [4], they all
have to deal with a critical issue that how to sched-
ule traffic and allocate bandwidth for different traffic
classes at both backbone networks and access links.
The rules for bandwidth allocation in networks car-
rying elastic traffic can be defined in several ways,
meeting different overall network goals. In Internet,
it is desired to avoid poor users, meaning users pos-
sessing an unfairly small share of bandwidth. The
available bandwidth can be divided between the user-
s according to their needs. Therefore, a problem of
network dimensioning with elastic traffic requires to
allocate bandwidth to maximize flows fairly [5].

We focus on allocating resources with proportion-
al fairness [3] and finding a Quality of Service (QoS)
routing scheme on communication networks. An ap-
proach is presented for the fair resource allocation
problem and QoS routing in networks with multiple
classes, offering multiple services to users. The objec-
tive of the optimization problem is to determine the
amount of required bandwidth for each class to maxi-
mize the sum of the users’ utility. The main function
of QoS routing is to find appropriate paths between
a source and destination node satisfying one or more
QoS constraints.



2 Problem Definition

The most convenient way of representing a commu-
nication network is by the notions provided by graph
theory. Specifically, a network formed by nodes and
links is modelled by a graph of vertices and edges.
A link is regarded as a connection between the two
nodes to which it is attached. In the general setting,
a link facilitates transfer of various entities, that is,
it may carry flows associated with several demands
simultaneously. We consider all links to be directed.
Furthermore, each link is usually assigned a capacity,
limiting the amount of flow that it can carry.

Consider a directed network topology G = (V, E),
where V' and E denote the set of nodes and the set
of links in the network respectively. We assume that
there are m different service classes in the network.
Let I = {1,...,m} be an index set consisting of m
different service classes. For each class i, the specific
QoS requirements include maximal end-to-end delay
constraint D; and minimal bandwidth requirement
b;, below which gains no utility at all. We denote the
total number of users, for each class i, by K;. Let
J;, for each class i, be an index set consists of Kj;
users, that is, J; = {1,...,K;}. Every user of the
same class is allocated the same bandwidth and has
the same QoS requirement, which imply that band-
width is allocated such that each user is offered with
equalized utility to guarantee fairness. The param-
eters K; are usually uncertain at the beginning of
planning periods. We solve this in the parameters
by their best point estimator, i.e., expected values.
Here, we assume the expected number K; is known
for the discussion under this precomputation-based
scheme.

Let E, C E and E; C E be subsets of links con-
nected with the source o and destination d respective-
ly. All users are delivered between the same source
o and destination d in the core network. We de-
note Ei" C E a subset of incoming links to the n-
ode v € V'\ {0,d}, and we also denote E%“ C F a
subset of outgoing links from the node v € V'\ {0, d}.
The maximal possible link capacity is U, on each link
e € E. Suppose, for each link e, we have a mean delay
/. related to the link’s speed, propagation delay, and
maximal transfer unit. We also have the link cost k.

for using one unit bandwidth. In general, link cost
Ke is inversely proportional to mean delay /..

Let x;,j(e) denote the binary variable which deter-
mines whether the link e is chosen for user j in class
1. The decision variable 6; is the bandwidth allocated
to each user in class i. We use A; ;(e) to represent
the bandwidth allocated to link e € E for user j in
class i.

A user j in each class i should be routed through
specific path p; ; between o and d. Under a limited
available budget B, we plan to allocate the band-
width in order to provide each class with maximal
possible QoS and determine the optimal path from
end to end under guaranteed service. The purpose of
this work is to show that a methodology that allows
the decision maker to explore a set of solutions could
satisfy preferences with fairness, and choose the so-
lution optimally.

The following definitions given by us will be used
throughout this paper.

Definition 1 A feasible path p; ; between o and d,
for a user j of class i, is defined as a (routing) path
from o to d such that D(p;;) < D; and each link
along p; ; satisfies the capacity constraint.

Definition 2 A feasible path p; ; is called a Pareto
optimal path, for a user j in class i, if no other
feasible path is as less as p; ; with respect to two eval-
uation, path cost and ene-to-end delay, and strictly
less than p; ; with respect to at least one evaluation.

Definition 3 The set of all Pareto optimal paths is
called the routing tables P. That is, P = {p; ;| pi,;
is the Pareto optimal path from o tod,V j € J;, i €

I}.

Definition 4 A link e is called bottleneck link if
the usage of bandwidth achieves its link capacity, that

is, Zie[ ZjeJi Aijle) =Ue.

3 Utility Function

Traditional TCP elastic users, including those rely-
ing FTP or P2P to download files, implements tradi-
tional TCP protocol with built-in congestion control



mechanisms. The utility function of these users fea-
tures an increasing, strictly concave and continuously
differentiable curve, which has decreasing marginal
increment as bandwidth increases [6]. Kelly et al.
[3] advocated proportional fairness characterized by
log(f;), which is often used to quantify the utility
functions of TCP elastic users. TCP interactive user
mainly includes web users and Telnet users who con-
cern packet delays. When web users are surfing in
Internet, he/she may be impatient for waiting long
time before retrieving information. The utility func-
tion of TCP interactive user has a minimum tolerable
bandwidth, below which the utility drops directly to
ZET0.

An allocation policy can be expressed in terms of
a utility function, as a function of allocated band-
width, in the sense that the desired bandwidth al-
location maximizes aggregate utility subject to con-
straints. In this work, we assume the relationship
between the utility and the bandwidth is linear in
a proper (sufficiently small) region. Depending on
the specified aspiration and reservation levels for each
class 7, a; and r;, respectively, we construct our utility
function f;(#;) of bandwidth 6; as a piecewise linear
function. Between r; and a;, we have break points
r; = k‘i70 < k‘i71 <. . < k'i7n—1 < ki,n = a;. We define
fi(-) over the range [0, M;], where M; is the upper
bound of bandwidth #;. Depending on the specified
reference levels, this utility function can be interpret-
ed as a measure of the decision maker’s satisfaction
with the value of the i-th criteria [7]. It is a strictly in-
creasing function of 6;, having value 1 if 8; = a;, and
value 0 if 8; = r;. Denote a; = ;‘f—, we have parame-
ters p;(M;) = log,, M;/r; and (ki) =log,, kii/ri
for I = 1,...,n — 1. Moreover, the parameters
po = M;i/(ri =), prr = (pi(M;) — 1)/(M; — a;)

and
_ nlog,, (kii/kii-1)

)
a; — Ty

represent a slope on the [-th line segment for | =
0,1,...,n. For k;;—1 <6; < k;;, we define

fi(0:) = pi(0; — ki) + pi(kig) (1)
For 0 < 0; < b;, we define f;(0;) = —M;, and we
define f;(0;) = par(0; — M;) + pi(M;) whenever a; <
0, < M.

Proposition 5 The utility function (1) is continu-
ous, increasing, and concave.

4 Mixed-Integer Linear Pro-
gramming Model

By using the utility function (1), the utility function
for each class i is expressed. Our goal is to maximize
the total utility of all competing classes. The mixed-
integer linear programming (MILP) is formulated as
follows:

Maximize
> wifi(6;) (2)
el
subject to
YD kedijle) < B (3)
c€E i€l jeJ;
D> Aijle)<Ue,VecE (4)
i€l jeJ;
Y lexijle) <Dy, Vied,iel (5
eckE
Ajjle) <My (e),VeeE, jeJ,iel (6)
0; — Aij(e) < M(1—xij(e), Ve€eE, je Ji, i€l
(7)
Ai,j(e) —6; < M(]. —Xi,j(e)), VeeFE, jeJ;, i€l
(8)
Y Aijle)=6,Yjed,iel  (10)
ecFE,
Z Ajj(e) = Z Aije),YveV, jeJ,iel
e€Eim ecEout
(11)
Y Aijle)=6,Yjed,iel  (12)
ecFE4
Aijle)>0,Ve€eE, jelJ,icl  (13)
Xijle)=0or1,Ve€cE, jeJ,iel, (15)

where w; € (0,1) is the weight assigned to each class
i, Y jeywi=1,and M =37, w;M; is a constant.



Theorem 6 The maximization model,
bounded.

MILP, is

Theorem 7 The mazximization model, MILP is NP-
hard.

5 Analysis of Model Solutions

Given a limited available budget B, we determine
the optimal bandwidth allocation A} ;(e), 6; and the
optimal choices of links X} ;(e) by solving the max-
imization model MILP. The optimal bandwidth 6}
allocated to each class i, is unique and it can provide
the proportional fairness to each class. Moreover, we
also attain the maximal bandwidth R; . by which the
link e can offer for class i, i.e.,

Ri. =Y Af(e).

JjE€J:

(16)

Proposition 8 A link e is the bottleneck link if
2ier Rie = Ue.

After applying the optimization model, we obtain
a network G = (V, E’), where V is the original set
of nodes and E' C E is the subset of links belonging
to each end-to-end path p € P. Bandwidth are al-
located along less expensive paths that connect the
origin o and the destination d. From the optimiza-
tion of these precomputation schemes, we obtain the
Pareto optimal bandwidth allocation and introduce
a routing table with end-to-end QoS guarantees.

Proposition 9 If p;; = {e € E| xj (e) = 1} for
user j in class i, then path p; ; is the Pareto optimal
path from the source o to the destination d.

Proposition 10 The Pareto optimal path p;; is u-
nique for each user j in class i.

Proposition 11 The end-to-end delay on the opti-
mal path p; ; is

D(pi;) = Y Lex; j(e)-

ecFE

(17)

The optimal path p; ; between o and d is feasible for
a user j in class 4, that is, D(p; ;) < D;.

Proposition 12 The end-to-end unit cost for band-
width on the optimal path p; ; is

Z IieX:,j (6)

€Ep;,j
for user j in class i.

Proposition 13 If link e belongs to the optimal path
Di,j, then the bandwidth by which the link e can offer
for user j in class i is the same. That is, A} ;(e) =
A i(€') for all e, €' € pi ;.

Proposition 14 Let 6;, > 0, for each class i, be
the bandwidth allocated to each optimal path p € P.
Then we have

> bip = Kib; (18)
peP
and
< i » < mi .
0<> 6y < min U, (19)

iel

Next, we study the sensitivity to the maximal num-
ber K; of users for each class i. Let

Zje]i doecE ”eAZj (e)
C; = K

(20)

be a mean budget allocated to each user in class i. If
m; denotes the reserved budget for each class i, then
the budget constraint (3) may be represented as

Z(Kici + 7Ti) =B,

i€l

(21)

where m; > 0,V i € .

Definition 15 The ratio Zle Y cep kedij(€)/B is
called a budget ratio that is allocated to class i.

Each class is given a percentage, budget ratio, of the
total budget B. It must further be noted that the
budget ratio can be computed from ¢; K;/B.

Proposition 16 Suppose m; = 0 for some class i.
If the shadow price of (21) is s, then the impact on
the value of (2) is decreased by ec> " ¢; as K; is
increased by €.



The results show a striking effect of the number of
users on budget allocation. If there is no reservation
for class ¢, it will decrease the total satisfaction lev-
el by snatching others’ bandwidth. If the number,
K;, of users in some class i increases when the oth-
ers are fixed, then the mean budget ¢; will decrease.
However, the product K;c; may increase or decrease
depending on the budget and other factors. To e-
valuate the effect of K;, we check it by the budget
ratio.

Theorem 17 Let c, be the unit path cost along the

Pareto optimal path p € P, i.e., cp, = ZeEp Ke. If the
budget B satisfies
B> Y w4 Yemnli,  (2)

iel pEP

then there exists one Pareto optimal path p which con-
tains at least one bottleneck link. Moreover, link e is
the bottleneck link if Ue =3 5. > icrbip-

Theorem 18 The routing table P includes the path
of minimal cost from the source node to the destina-
tion node on the network.

6 Conclusions

We present an approach for the fair bandwidth allo-
cation and QoS routing in communication networks.
This utility maximization scheme determines end-to-
end paths with QoS guarantees under the network
constraints. Solving the maximization model, we
can find the optimal bandwidth allocation under a
limited budget, and this allocation can provide the
so-called proportional fairness for every traffic class.
The proposed utility maximization scheme can be im-
plemented in both the core and the edge routers serv-
ing heterogenous services. This specially designed
traffic scheduler can be equipped in both the input
and the output port of the router to function as the
traffic-class sub-scheduler in its multi-tiered packet
scheduler.
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