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A Near-Optimal Routing for Heterogeneous Networks under Budget
Constraints

SfEgEnE . NSC 95-2221-E-004-007
BATHARE : 954208 01 HZE 964207 F 31 H

Abstract. We present a bandwidth allocation
scheme offering optimal solutions to the network op-
timization problem. The bandwidth allocation pol-
icy in class-based networks can be defined with the
proportionally fair rule expressed by piecewise lin-
ear objective functions. This scheme is formulated as
a mixed-integer linear programming (MILP) model,
preparing a database identifying suitable paths upon
each connection request. A branch and bound algo-
rithm is proposed for solving the optimization prob-
lem.

1 Introduction

QoS routing concerns the selection of a path satis-
fying the QoS requirements of a connection [3], [6].
The path selection process involves the knowledge of
the connection’s QoS requirements and information
on the availability of bandwidth. QoS routing pos-
es major challenges in terms of algorithmic design
[4]. On one hand, the path selection process is a
complex task, due to the need to concurrently deal
with the connection’s QoS requirements, as well as
with the global utilization of network resources [1];
on the other hand, connection requests need to be
handled promptly upon their arrival. Depending on
the specifics and the number of QoS metrics involved,
computation in real time required for path selection
can become prohibitively expensive as the network
size grows.

We deal with the problem of dimensioning band-

width for elastic data applications in packet-switched
communication networks of multiple classes, which
can be considered as a multiple-objective optimiza-
tion model. Each user is allowed to request more
than one type of service, and users’ satisfaction is
summarized by means of their achievement function-
s. We focus on allocating resources with proportional
fairness and finding a routing scheme on communi-
cation networks. An approach is presented for the
fair resource allocation problem and QoS routing in
networks offering multiple services to users. The ob-
jective of the optimization problem is to determine
the amount of required bandwidth for each class to
maximize the sum of the users’ satisfaction.

2 Problem Definition

Consider a directed network topology G = (V, E),
where V' and E denote the set of nodes and the set of
links in the network respectively. There are m (dif-
ferent) QoS classes in this network. Let E, C E and
E; C E be subsets of links connected with the source
o and destination d respectively. Each connection is
delivered between the same source o and destination
d in the core network. We denote E" C E a subset
of incoming links to the node v € V, and we also
denote ES% C E a subset of outgoing links from the
node v € V. The maximal link capacity is U, on each
link e € E. For each link e € FE, we use d. and k.
to represent average delay and the purchasing cost
of bandwidth respectively. Let A; ;(e) represent the



bandwidth allocated to link e € E for connection j
in class i. We use X;,;(e) to denote the binary vari-
able which determines whether the link e is chosen
for connection j in class 3.

The decision variable 6; is the bandwidth allocated
to each connection in class 7. In each class i, every
connection is allocated the same bandwidth 6; and
has the same QoS requirement. The specific QoS re-
quirements include minimal bandwidth requirement
b; and maximal end-to-end delay constraint D; for
each class 7. Assume every connection in class i
has the same aspiration level and reservation level of
bandwidth, a; and r;, and assume that the average
number of connections in class i is Kj;.

The purpose of this work is to show that a method-
ology that allows the decision maker to explore a
set, of solutions could satisfy preferences with fairness
and to choose the solution optimally.

3 A Precomputation Scheme
for Network Optimization
This paper uses the bandwidth and budget as con-
straints of requirements for feasible path computa-

tions. Due to the limited budget on network plan-
ning, there exists the budget constraint (1).

m K;
Z Z Z h:eAi,j (6) S B

e€E i=1 j=1

(1)

Because the aggregate bandwidth of all connections
at any link does not exceed the capacity, we have
constraint (2).

m K;

S>> Aijle)<U., Ve€ E

i=1 j=1

(2)

Constraints (3), (4), (5), and (6) show that every
connection in the same class uses the same bandwidth
and has the same bandwidth requirement. For each
ecekE j=1,..., K;,andi=1,...,m,

A;j(e) =M - x;j(e) <0, (3)

0 — Aij(e) < M(1—xi,(e), (4)

Aijle) —6; < M(1—xij(e)), (5)

and
ei Z bi:

(6)

where M is a sufficiently large number. Constraints
(7), (9), and (8) express the node conservation rela-
tions indicating that flow in equals flow out for every

connection j in class . For each j =1,..., K;, and
1=1,...,m,
> Aijle) =6, (7)
e€F,
S Aise) = 6, (8)
ecE,
and
D Aijle)= > Aijle), (9)

e€Ein

for all v € V'\ {o,d}. Although A, ;(e) are contin-
uous variables, constraints (7)-(8) are flow conserva-
tion constraints. Continuous decision variables and
binary variables must be nonnegative, shown in con-
straints (10)-(12). Fore € E, j =1,...,K;, i =
1,...,m,

e€Egut

A;j(e) >0,

(10)

and
X@j(@) S {0, 1}

Using the achievement function interpreted as a
measure of QoS [5], we can formulate the mathemat-
ical model of the fair bandwidth allocation. Depend-
ing on the specified aspiration and reservation lev-
els, a; and r;, respectively, Wang and Luh [6], [7]
transformed the different QoS measurements onto a
normalized scale by using achievement functions. At
the first phase, a precomputation-based scheme for
network optimization, Model 1, is executed:

(12)

m
0;
Maximi > wilog,,
aximize i_lw 8 - (13)

subject to constraints (1) — (12),

where w; is a fixed weight and a; = a;/r;.



4 An LP-Based Algorithm

Branch and bound algorithms combine a partial or
subset enumeration strategy with the linear program-
ming (LP) relaxations. The relaxation constraints

0<z(e)<1,VeecE Vjel,icl (14)

are obtained by dropping the integer constraint on
(12) in Model 1. Constraints (3)-(5) are always sat-
isfied if constraint (14) holds.

Let F = {Cﬂi,yi7j(6),2i7j(6)|j EN, 1€ e€ E}
be the set of all feasible solutions to Relaxation
Model. the LP-based branch and bound algorith-
m branches by fixing the fractional decision variable
0 < z;(e) < 1. When more than one integer-
restricted solutions in F are fractional, the LP-based
branch and bound algorithm branch by fixing the
one closest to 0.5. Branch and bound searches stop
when every solution in F has been branched or ter-
minated. The incumbent solution at any stage in
a search of a discrete model is the best feasible solu-
tion known so far. We denote the incumbent solution
X = {i‘i,z‘ii,j(e),fi,j(GNVj eX,t€l,ee E} and its
objective function value f = Y ic1 Wi fi(Z;). If all the
solutions have been either branched or fathom, then
the final incumbent solution is the optimum. The fol-
lowing is the LP-based branch and bound algorithm,
which is implemented to solve Model 1.

Subprogram 1:

Step 1. (Relaxation.) Solve the LP relaxation
of Model 1. Let F be the collection of all
optimal solutions, and let f = Zieﬂ w; f; be the
optimal value of Relaxation Model. Suppose
filkig—1) < ff < fi(kig), where k;j;_; and
ki; are two of break points of the achievement
function. Proceed to Step 2.

Step 2. (Initialization.) Set ¢ =0,
1 7
e=3 I?El{l{fz = filkig—1), fi(ki) — fi}s

X = {ad,90;(e),20(0)la? = Liydile) =
liz(e),z)(e) = z(e), Vj € \i, i € 1, e € E},

and f = > i wifi(2). Proceed to Step 3.

Step 3. (Branching.) Sett <+ t+1, and select one
solution

X' = {wf,yi ;(e), %

74,5

(ejer,iel,ecE} €F.

Choose an z} ;(e) which is a fractional part of
the solution X! node, create two new active
nodes one of which has 2} ;(e) = 0 or z{ ;(e) =1,
and add both of them into F. Proceed to Step 4.

Step 4. (Termination by Bound.) If
> wifi(zh) < f,
i€l
then set F «+ F \ {X!} and go to Step 6.
Otherwise, proceed to Step 5.

Step 5. (Termination by Solving.) If

> wifila}) > f

i€l
and
{zf7j(e)|j EN, i€l, eckE}
are integer solutions, then update

[ Tiaqwifi(eh), X « X' P« )\ {X'},
and proceed to Step 6. Otherwise, go to Step 3.

Step 6. (Optimal Criteria.) If F = or
|f - f_| <g,
then the procedure stops, and go to Subprogram

2. The incumbent solution X is called the
e-optimal solution. Otherwise, go to Step 3.

From the output of Subprogram 1, X, we know
which interval z; lies in. Suppose #; lies in
[kii;—1,kig;) for each ¢ € I. The piecewise-linear
achievement function is reduced to a linear function

fi(zi) = pi; - (xi — ki) + pikig,), (15)

where p;;, = (nlog,, kis;)/kiz—1(a; — r;) and
pi(kig;) =log,, (ki /ri) are constants.



Subprogram 2:

Step 1. (Choice of Interval) Set I; < [ if &; lies
in [k;j—1,k;y) for somel =1,...,n.

Step 2. (Restriction.) Set f;(z;) « pi,
ki,li) + ,ui(ki,li) and z; (e) « 2 (e).

(i —

Step 3. (Solving.) Solve the LP model, Relaxation
Model.

With the help of (15) and z; j(e) = Z; ;(e), Model
1 is simplified as the following LP model, Relaxation
Model:

max Z wilpr, (xi — ki) + pi(kig)]

i€l

constraints (1) — (11)

Zi7j(e) = 21'7]'(6), Vee E7 v.] € Jia i€ ]Ia

S. t.

where w; € (0,1) is the weight assigned to each class
iand ) pw; =1

Theorem 1 The difference of optimal values be-
tween Model 1 and Relazation Model is no greater
than €.

5 Optimal Solutions

We determine the optimal choices of links, 27 ;(e), the
optimal bandwidth allocation for each link e and for
each connection of class 4, y; ;(e) and z;. The opti-
mal solution z} is unique, and it can provide the pro-
portional fairness to every connection in all classes.
That is, this allocation can provide the fair satisfac-
tion to each user in all classes. We also find the total
bandwidth allocated to each class i, A;z}.

Definition 2 The ratio 23\21 Y ecrCeYij(e)/B is
called a budget ratio allocated to class i.

Each class is given a percentage, budget ratio, of the
total budget B.

Proposition 3 If p;; = {e € E| z};(e) = 1} for
connection j in class i, then path p; ; is the optimal
path from o to d for connection j in class i.

Proposition 4 The end-to-end unit cost for band-
width on the optimal path p; ; is

Z cez;ij (e)

eEpi,j

for connection j in class i.

Proposition 5 If link e belongs to the optimal path
Di.j, then the bandwidth by which the link e can of-
fer for connection j in class i is the same. That is,

yij(e) =yi;(e) for alle, e € pi;.

Proposition 6 A link e is the bottleneck link if

YD uiie) =U.

i€l jeI;

6 Conclusions

We present an approach for the bandwidth alloca-
tion and QoS routing in class-based networks. This
scheme determines QoS routing under the network
constraints. Users’ utility functions are summarized
by means of achievement functions. We can find an
optimal allocation of bandwidth on the network un-
der a limited budget, and this allocation can pro-
vide the proportional fairness to every class. Our
approach is executed in advance, and its purpose is
to establish a database, selecting one of the solutions
when connections arrive. The on-line algorithm may
select a path with the maximum reservable band-
width among all feasible paths in this database.
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Introduction

UMTS network services have different QoS classes for four types of traffic:

Conversational class (voice, video telephony, video gaming)

Streaming class (multimedia, video on demand, webcast)

Interactive class (web browsing, network gaming, database access)




Proportional Fairness

Kelly et al. (1998, 2001, 2003, 2004) advocated proportional fairness characterized
by log(#;). This log utility function is strictly concave. The proportional fair
bandwidth allocation is determined by the following objective function:

max Z K;log(K;0;).
el




Achievement functions with proportional fairness

Proportionally fair bandwidth allocation problems are considered by Pioro et al.
(2002), Ogryczak et al. (2003), Park and Choi (2004), Sarkar and Tassiulas
(2004), Ye and Qu (2005), Wang and Luh (2005), etc.

Depending on the specified aspiration and reservation levels, a; and r;,
respectively, we construct our achievement function of 6; as follows:




Achievement functions with proportional fairness

satisfaction

Fig. 2. The Graph of an Achievement Function ;(z;)

— OR Lab, NCCU -



Achievement functions with proportional fairness

Lemma 2. Let xk be the cheapest cost per unit bandwidth given in an end-to-end
path. Suppose the total budget is B. There exists a finite number M; < B/kK;
such that 6; < M,;, YV v, where K; is the number of connections in class 1.

( M Zf 0<6; <b
po - (0; — kio) if b <0; <y
p1-(0; —ki1) + pi(ki1) of i <0 < kia




Achievement functions with proportional fairness

Lemma 4. Let ,&,gn)(ﬁz-) . [ri,a;] — [0,1], where n means the number of break

points, be defined as the achievement function ( ) restricted on [r;, a;]. Then the
sequence of functions {ﬂgn)(ﬁi)}le converges uniformly to ji;(6;) = log,,.(0;/r;)
on [r;, a;).

Theorem 5. Ifr;, < 60, < a;, then the e-proportionally fair bandwidth allocation
obtained by using ( ) as objective function approaches to proportional fairness as




Fair bandwidth allocation on network dimensioning problems

Given a network topology G =< V. E >, where V and E denote the set of nodes
and the set of links in the network respectively. There is given a set S of m
classes, i.e., |S| = m. We denote by S* a set of sessions in class i. There is also
given the maximal possible number K; in each class i, that is |S!| = K;.

Denote z. and 6; be the bandwidth allocated to the link e and the connection j of
class ¢ respectively. We also let x; j(e) be a binary variable which determines
whether the link e is chosen for connection 5 in class :.




Fair bandwidth allocation on network dimensioning problems

Let x denote the vector of decision variables and () denote the feasible set. We
consider a resource allocation problem defined as an optimization problem with m

objective functions f;(x):

max{ f(x) :x € Q }, (3)
where f(x) is a vector-function that maps the decision space R" into the criterion
space R™.

10



11

Majorization

For the n-dimensional decision vector x=( 1, ..., x, ) of reals, let
r(1) < ... < x(p) denote the components of x in increasing order.

Definition 6. For x and y in R", x <p y if >/ ;x4 = >.; 1Y) and
Z,’f:l Ty > Zle Yuy, fork =1,...,n —1. When x <p; y then x is said to be
majorized by y.




12

Majorization

Typical solution concepts for multiple criteria problems are defined by aggregation
functions g : R™ — R to be maximized. Thus, ( ) =

max{g(f(x)) : x € Q}. (4)

An aggregation ( ) is fair if it is defined by a strictly increasing and strictly
Schur-concave function g.
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Mathematical Model

max Z w; fi(x)

i=1
s.t. Z Kele < B




14
(9@21)7,, ‘v’izl,...,m
Y xijle)=1, VieS, Vi=1,.

eck,

ZXz,g ZX” , Vv e V\{o,d}, Vj €S, Vi=1,.
eck, ecEl,

Z xijle)=1,Vjes, Vi=1,...,m

GEEd

xe >0, Vee E
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Numerical Example 1

xrz) € o © >
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Numerical Example 1

Table 2. The Characteristics of Each Class
Class | Bandwidth Requirement | Aspiration Level | Reservation Level
1 160 kbps 334 kbps 167 kbps
2 80 kbps 166 kbps 83 kbps
3 25 kbps 56 kbps 28 kbps

Suppose the number of connections in each class ¢ is K; for i = 1,2, 3. Under the
' $1.000. 000 ' '
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Numerical Example 1

Given (K1, Ks, K3) = (80,120, 150) and B = 1,000, 000. We change the weight
assigned to each class, and the computational result Is shown in Table 3.

Table 3. Change in the Weight for Example 1

weight selected path bandwidth (kbps) budget ($) optimal value ratio
(w1, wo, ws3) (01,62,03) (c1,c9,c3) (satisfaction) (Kchl ) K%C2 ) K3C3)
(3,5 3) e] —e5 — eg — €13 (334,159,28) (6680,3180,560) 0.442 (0.534,0.382,0.084)
(0. L0730, 3) eq — eg — €14 (334,159,28) (6680,3180,560) 0.482 (0.534,0.382,0.084)

(0.4,0.4,0.2) e] —e5 —eg—e13  (334,162.75,25) (6680,3255,500) 0.514 (0.534,0.391,0.075)
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Numerical Example 1

Given (w1, we,ws) = (0.6,0.3,0.1) and B = 1,000, 000. We change the numbers
of connections in each class, and the computational results are shown in Table 4,
Table 5, and Table 6.

Table 4. Change in the Number of Connections in Class 1 for Example 1

number of connections selected path bandwidth (kbps) budget ($) optimal value ratio
. . Kqicq1 Koco Kgc
(Kq, K9, K3) (01,09,03) (c1,¢9,c3) (satisfaction) (%, %, —3B—3)
(150, 100, 100) €] —e5 —eg — €13 (261.333,83,25) (5226.667,1660,500) 0.510 (0.784,0.166,0.05)

(140, 100, 100) e] —e5 —eg — €13 (280,83,25) (5600,1660,500) 0.530 (0.784,0.166,0.05)
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Numerical Example 1

Table 5. Change in the Number of Connections in Class 2 for Example 1

number of connections selected path bandwidth (kbps) budget ($) optimal value ratio
(K, K9, K3) (01,692,03) (c1,c9,c3) (satisfaction) (ch1 . K%CQ K3c3)
(100, 150, 100) e] —es5 —eg — €13 (350.5,83,25) (7010,1660,500) 0.597 (O 701,0.249,0. 05)
(100, 140, 100) €9 —eg — €14 (358.8,83,25) (7176,1660,500) 0.601 (0.718,0.232,0.05)
(100, 130, 100) €9 —eg — €14 (367.1,83,25) (7342,1660,500) 0.605 (0.734,0.216,0.05)
(100, 120, 100) e]1 —eg —eg — €13 (375.4,83,25) (7508,1660,500) 0.609 (0.751,0.199,0.05)
(100, 110, 100) €1 —eg —eg — €13 (334,128.181,25) (6680,2563.636,500) 0.613 (0.668,0.282,0.05)
(100, 100, 100) €9 —eg — €14 (334,141,25) (6680,2820,500) 0.620 (0.668,0.282,0.05)

100, 90, 100 I e 334,156.667,25 6680,3133.333,500 0.628 0.668,0.282,0.05
1 5) 9 13
1 1 42.2,166,2 2 . .684,0.2 .




20

Numerical Example 1

Table 6. Change in the Number of Connections in Class 3 for Example 1

number of connections selected path bandwidth (kbps) budget ($) optimal value ratio
(K1, K9, K3) (61,62, 03) (c1,¢2;¢3) (satisfaction) (%’ %’ %)
(100, 100, 150) e] —e5 —eg — €13 (334,128.5,25) (6680,2570,500) 0.613 (0.668,0.257,0.075)
(100, 100, 140) €] — e —eg — €13 (334,131,25) (6680,2620,500) 0.615 (0.668,0.262,0.07)
(100, 100, 130) €9 —eg — eq4 (334,133.5,25) (6680,2670,500) 0.616 (0.668,0.267,0.065)
(100, 100, 120) e]1 —es —eg — eq3 (334,136,25) (6680,2720,500) 0.617 (0.668,0.272,0.06)
(100, 100, 110) €] —e5 —eg — €13 (334,138.5,25) (6680,2770,500) 0.619 (0.668,0.277,0.055)
(100, 100, 100) €9 —eg — €14 (334,141,25) (6680,2820,500) 0.620 (0.668,0.282,0.05)
(100, 100, 90) €1 —es —eg — €13 (334,143.5,25) (6680,2870,500) 0.621 (0.668,0.287,0.045)
1 1 4,146,2 292 .62 . .292,0.



Numerical Example 2
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Numerical Example 2

Table 7. Change in the Weight for Example 2

weight selected path bandwidth (kbps) budget ($) total flow optimal value

(wq, wa, w3) (61,09,603) (c1,c9,c3) (kbps) (satisfaction)
(3.5, 3) (e9,€e7,€11, €14, €93) (334,166,39.94)  (12692,6308,1517.87)  52631.58 0.454
(0.4.0.3,0.3) (e9,e7, €11, €14, €23) (356.39,166,28) (13543,6308,1064) 52631.58 0.493
(0.4,0.4,0.2) (e3, €7, €11, €14, €23) (356.39,166,28) (13543,6308,1064) 52631.58 0.525
(0.5,0.3,0.2) (e3,e7,€11,€14> €93) (486.52,83,25) (18487.75,3154,950)  52631.58 0.574
(0.5,0.4,0.1) (e9,e7, €11, €14, €23) (362.02,166,25)  (13756.75,6308,950)  52631.58 0.603
(0.6,0.2,0.2) (e, e7,e13, €16, €19, €25)  (491.02,80,25) (18658.75,3040,950)  52631.58 0.644

(0.6,0.3,0.1) (e, €7, €11, €14, €93) (486.52,83,25) (18487.75,3154,950)  52631.58 0.662




Numerical Example 2

Table 8. Change in the Number of Connections in Class 1 for Example 2

23

number of connections selected path bandwidth (kbps) budget ($) total flow optimal value
(K1, Ko, K3) (61,069,03) (c1,c9,c3) (kbps) (satisfaction)
(150, 100, 100) (e2,e7,€13,€16,€20: €26) (278.878,83,25) (10597.333,3154,950) 52631.58 0.529
(140, 100, 100) (eg,e7,€13,€16,€19, €25) (298.797,83,25) (11354.286,3154,950) 52631.58 0.551
(130, 100, 100) (eg,€e7,€13,€16,€19, €25) (321.781,83,25) (12227.692,3154,950) 52631.58 0.575
(120, 100, 100) (e2,eq,€14:€23) (334,100.516,25) (12692,3819.6,950) 52631.58 0.598
(110, 100, 100) (e2,e7,€e13,€16, €19, €25) (334,133.916,25) (12692,5088.8,950) 52631.58 0.616
(100, 100, 100) (eg,e7,€13,€16, €20, €26) (335.316,166,25) (12742,6308,950) 52631.58 0.634
(90, 100, 100) (e2,e7,e11,€14,€23) (372.573,166,25) (14157.778,6308,950) 52631.58 0.652
(80, 100, 100) (e2,e7,€13, €16, €20> €26) (522.895,83,25) (19870,3154,950) 52631.58 0.679




Numerical Example 2

Table 9. Change in the Number of Connections in Class 2 for Example 2

number of connections selected path bandwidth (kbps) budget ($) total flow optimal value
(K1, Ko, K3) (61,069,03) (c1,c9,c3) (kbps) (satisfaction)
(100, 150, 100) (e2,e7,€e13,€16, €19, €25) (376.816,83,25) (14319,3154,950) 52631.58 0.609
(100, 140, 100) (eg, er7,€13, €161 €20 626) (385.116,83,25) (14634.4,3154,950) 52631.58 0.613
(100, 130, 100) (eg,€e7,€13,€16,€19, €25) (393.416,83,25) (14949.8,3154,950) 52631.58 0.617
(100, 120, 100) (62, &y (] 315 (] (B ] B 625) (401.716,83,25) (15265.2,3154,950) 52631.58 0.621
(100, 110, 100) (e2,e7,€13, €16, €20 €26) (334,152.105,25) (12692,5780,950) 52631.58 0.626
(100, 100, 100) (eg,e7,€13,€16, €20, €26) (335.316,166,25) (12742,6308,950) 52631.58 0.634
(100, 90, 100) (e2,e7,€e13,€16,€195 €25) (351.916,166,25) (13372.8,6308,950) 52631.58 0.642
(100, 80, 100) (e2,e7,€13,€16, €195 €25) (368.516,166,25) (14003.6,6308,950) 52631.58 0.650
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Numerical Example 2

Table 10. Change in the Number of Connections in Class 3 for Example 2
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number of connections selected path bandwidth (kbps) budget ($) total flow optimal value
(K1, Ko, K3) (61,069,03) (c1,c9,c3) (kbps) (satisfaction)
(100, 100, 150) (e2,e7,€13,€16,€20: €26) (334,154.816,25) (12692,5883,950) 52631.58 0.627
(100, 100, 140) (eg,e7,€13,€16, €20, €26) (334,157.316,25) (12692,5978,950) 52631.58 0.629
(100, 100, 130) (e9,€e7,€13,€16, €20, €26) (334,159.816,25) (12692,6073,950) 52631.58 0.630
(100, 100, 120) (e2,e7,€e13,€16,€195 €25) (334,162.316,25) (12692,6168,950) 52631.58 0.632
(100, 100, 110) (e2,e7,€e13,€16, €19, €25) (334,164.816,25) (12692,6263,950) 52631.58 0.633
(100, 100, 100) (eg,e7,€13,€16, €20, €26) (335.316,166,25) (12742,6308,950) 52631.58 0.634
(100, 100, 90) (e2,e7,€e13, €16, €205 €26) (337.816,166,25) (12837,6308,950) 52631.58 0.635
(100, 100, 80) (e2,e7,€13,€16,€20> €26) (340.316,166,25) (12932,6308,950) 52631.58 0.637




Conclusions

We present an approach for the fair resource allocation problem in All-IP networks
that offer multiple services to users.

Users’ utility functions are summarized by means of achievement functions. We
find that the achievement function can map different criteria onto a normalized
scale.

The achievement function also can work in the Ordered Weighted Averaging
method. Moreover, it may be interpreted as a measure of QoS on All-IP networks.
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