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Existence of solutions to PBVPs for first-order
impulsive dynamic equations on time scales *
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64, S-2 Zhi-nan Road, Taipei 116, Taiwan

Abstract

In this paper we are concernd with periodic boundary value problems for first-
order impulsive dynamic equations on time scales. By using Schaefer’s theorem and
Banach’s fixed point theorem we acquire some new existence results.
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1 Introduction

The theory of dynamic equations on time scales has received a lot of at-
tention since it can not only unify, extend, and generalize the theories of
differential equations and difference equations but also have various practical
applications. For more details about this theory, we refer the readers to [1], [2],
and [3]. One of the important research trends is the investigation of impulsive
dynamic equations on time scales. Recently, some researchers have focused
their attention on periodic boundary value problems (PBVPs for short) for
first-order impulsive dynamic equations. For example, Geng, Xu, and Zhu [4]
applied the method of upper and lower solutions coupled with monotone it-
erative techniques to derive the existence of extremal solutions and Wang [5]
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used the Guo-Krasnoselskii fixed point theorem to obtain some existence cri-
teria for positive solutions. However, to the best of the authors’ knowledge,
there is no existence criteria for (not necessarily positive) solutions to PBVPs
for first-order impulsive dynamic equations on time scales so far.

Let T be a time scale, i.e., a nonempty closed subset of R, and let 0,7 &€
T. Throughout this paper, [0, T]r represents an interval on T, i.e., [0, T]r =
[0, 7] N 'T. Other types of intervals on T can be represented by a similar way.
Let J = [0,0(T)|r. Motivated by [6], [7], and the above works, in this paper,
we are concerned with the existence of solutions to the following PBVPs for
first-order impulsive dynamic equations on T

22 +p(t)a® = f(t,x), t€[0,T]r, t#te, k=1,...,m, (1)
(tpt) — x(ts—) = Le(x(tx—)), k=1,...,m, (2)
2(0) = x(o(T)), (3)

where f € C(J x R,R), I}, € C(R,R), p : J — [0,00) is rd-continuous and
regressive with p % 0, and the points ¢, k = 1,...,m, are right-dense in T
such that 0 < t; < --- <t,, <T. For convenience, we shall refer to (1)-(2)-(3)
as (NP).

When I(z) = 0 for all k = 1,...,m, the problem (NP) can be reduced to
the following PBVPs with no impulse effects

P 0 = J(ta), 1€ 0. T]
£(0) = z(o(T)),

which has been investigated by several researchers; see for example, [8], [9],
[10], [11], and the references cited therein.

PBVPs for first-order impulsive differential equations and difference equa-
tions (i.e., the cases T = R and T = Z) have been studied; see for example,
[12], [13], [6], [14], [15], [16], [17], [7], [18] for T = R and [19] for T = Z.

Let Jo = [O,tl]']r, Jk = (tk;tk—i-l]’ll‘ for k = 1, e, — 1, and Jm = (tm,O'(T)]T
and let
PC={x:J—>R|zpe€C(Jx), Yk =0,...,m, and both z(t,+) and x(tx—)
exist such that z(ty—) = z(tx), Yk =1,...,m},

where x;, is the restriction of x to J, for each £ = 0,...,m. We introduce
the Banach space X = {z € PC : z(0) = z(o(T))} with the norm ||z|x =

Supre g 2 (t)]-

Definition 1.1 A function z is said to be a solution of (NP) if and only if
r € PCNCH[0,T)r\{t1,t2, ..., tm}, R) and satisfies (1)-(2)-(3).



We shall apply the well-known Banach’s fixed point theorem and Schaefer’s
theorem to establish the existence criteria of solutions for (NP). For readers’
convenience, we provide these two theorems here.

Lemma 1.2 (Banach’s fized point theorem [20]) A contraction f of a com-
plete metric space S has a unique fized point in S.

Lemma 1.3 (Schaefer’s theorem [20]) Let S ba a normed linear space, and
let operator F' : S — S be compact. If the set

H(F)={x€S:x=puF(x) for some pn € (0,1)}

1s bounded, then F' has a fixed point in S.

2 Linear problem

In this section we consider the ”linear problem”

2 4+ p(t)x” = h(t), t€[0,T|p,t#t,k=1,...,m,
(tk+) - LL’(tk ) = Ik($(tk—)), k= 1, o,
z(0) = z(o(T)).

For convenience, we shall refer to this problem as (LP). Note that (LP) is not
really a linear problem since the impulsive functions I, k = 1,...,m, may or
may not be linear.

The following two basic lemmas will be used later and their proofs can be
found in [5].

Lemma 2.1 Suppose that h : J — R is rd-continuous. Then x is a solution
of (LP) if and only if x is a solution of

m

z(t) = /OU(T) G(t, s)h(s)As + > G(t, ty) I (x(ty)), teJ, (4)

k=1

BT dErst<a

W()éi — 0=t<s<o(D)

G(t,s) =

Lemma 2.2 Let G(t, s) be defined as Lemma 2.1. Then

ep(a(T),0)
ep(o(T),0) — 1

0< Gt s) < 2 A foralltsel



Our existence result for (LP) is as follows.

Theorem 2.3 Suppose that there exist positive constants I, k = 1,...,m,
such that

|Ik(z) — I(y)| < lg|lx —y| forallz,y e R and k=1,...,m

If
AZlk <1,

k=1
then the problem (LP) has a unique solution for any h € PC.

Proof. First, we define the operator ¥ : X — X by

Uz(t) = /OJ(T) G(t,s)h(s)As + i G(t, ti)Ix(z(tr)),

k=1

so that fixed points of ¥ are solutions of (LP) and vice versa. Next, we claim
that U is a contraction mapping. To show this, we consider u,v € X and
t € J. It is easy to see that

|(Pu)(t) — (Po)(t)| = kiG(t te) i (u i G(t,tr) I (v(ty))
< i Gt t0) | (u(ta) = Telv(t0))

3

<D Alilulty) — v(ty)]

k=1

S ZAZ}CHU - UHa
k

=1

3

and hence .
[Pu — Tol| <A l|lu—v.

k=1
This means that ¥ is a contraction mapping. Finally, applying Banach’s fixed
point theorem, we conclude that ¥ has a unique fixed point x € X so that
(LP) has exactly one solution. O

3 Nonlinear problem

In this section we study the "nonlinear problem” (NP). It follows from
Lemma 2.1 that € X is a solution of (NP) if and only if it satisfies

x(t) = /OU(T) G(t,s)f(s,z(s))As + i G(t, tp) I (z(ty)), teJ

k=1



Introduce the operator ® : X — X by the formula

O (t) = /OU(T) G(t,s)f(s,z(s))As + f: G(t, tr)Ix(z(ty)), teJ

k=1
Obviously, fixed points of ® are solutions of (NP) and conversely.

Definition 3.1 Let I be a subset of PC. We say that F' is quasiequicontinuous
on J if for every e > 0 there exists 6 > 0 such that if f € F and k =0,...,m,
then

() — f(D)] < e ¥t T€ Jyand |t — i <6

In order to show that ® is compact, we need the following compactness
criteria.

Lemma 3.2 A set F C PC is relatively compact on J if F' is bounded and
quasiequicontinuous on J.

Proof. Let {z,} be a sequence in F. From assumption, we know that {z,}
is uniformly bounded and equicontinuous on Jy. By Arzela’s theorem, there
is a convergent subsequence {z(V'} of {z,} on Jy. Since {z(V} is uniformly
bounded and equicontinuous on Ji, it follows from Arzela’s theorem that there
is a convergent subsequence {x(?} of {z{(I} on J;. Continuing this process,
we can get a convergent subsequence {z(™*V} of {x(™} on J,. It is clear
that {x(m*D} is a convergent subsequence of {z,,} on J. Hence F is relatively
compact. O

Lemma 3.3 & : X — X is compact.

Proof. Let D be a bounded subset of X. The continuity of f and I, implies
that there exist positive constants M and M} such that |f(¢, z(¢))] < M and
|ITx(xe,)| < My for allz € D, t € J, and k = 1,...,m. Hence we have

@a() = | [ Gt 5) 1 (s, 2()As + 3 Gl ) ()

k=1

< [ 16w N st las+ 3 (6 mla o)

< AMo(T)+ A M.
k=1

This implies that ®(D) is bounded.



Let x € D and t, t € J;, where k =0, ..., m. We have that

|Pa(t) — Dx(t)]
< M [L|G(t, s) — G(T,5)|As + M [t|G(t,s) — G(E, s)| As
+ M [FTNG(t5) = G(E, 9)|As + Ti, |Gt 1) — G(E 1) | My
=MA fg’ep(s,t) — ep(s,f)‘ As
+ Mn [} |ep(s, t)ep(o(T), 0) — e (s, )| As
+ My 7 ’ep(s,t) — ep(s,f)‘ As
+ AT [ep(te t) — eplte, )] My
+ SR Jep(ths 1) — ep(te, )| My,

where n = 1/(e,(o (1), 0) — 1). It follows that |®z(t) — ®x(t)| — 0 uniformly
for x € D as |t —t| — 0. So ®(D) is quasiequicontinuous on J. By Lemma
3.2, ® is compact. This completes the proof. O

Now we are in a position to establish the existence theorems for the problem
(NP) by using fixed point theorems.

Theorem 3.4 Suppose that there exist positive constants Iy, k = 1,...,m,
such that

[ Ix(w) — I1(v)| < lpJu— | for all u,v € R,

and suppose also that there exists a positive constant | such that
|f(t,u) — f(t,v)| <llu—wo| for allt € J and u,v € R.

If
A <U(T)z +3 zk> <1,

k=1
then the problem (NP) has a unique solution.

Proof. For any u,v € X and t € J, we can easily get that

|Du(t) — Du(t)| < A <U(T)l + kf: lk> |u—v]|,

and hence
|Pu— dov|| < A <U(T)l +3 lk> |lu —v]|.
k=1

This means that @ is a contraction mapping. By Banach’s fixed point theorem,
® has a unique fixed point which is the unique solution of (NP). This completes
the proof. O



Theorem 3.5 Suppose that there exist positive constantsl and c, k =1, ...,m,
such that

|f(t,x)| <llz| for allt € J and x € R (5)
and
[Ix(z)| < ¢ forallz e R and k=1,...,m. (6)
If
[Ao(T) < 1, (7)

then the problem (NP) has at least one solution.

Proof. Let x € X and t € J. Suppose that x is a solution of = u®x for some
w € (0,1). Using (5) and (6), we have

o0 = | [ G0 s DA 4 03 G0 (1)

k=1
<o [ 160 MG a8 1 i Gt )| k(e (t)
< pAlllz]o(T) + pA i
and hence
ol < pAlallo(T) + pA f: < Allja|lo(T) + A i

Together with (7), we obtain

AT
||| < Al
1— Alo(T)

This implies that all solutions of x = p®x are uniformly bounded independent
of p € (0,1). From Lemma 1.3, ® has a fixed point. This completes the
proof. O

Theorem 3.6 Suppose that there exist positive constants c and ¢, k =1, ...,m,
such that

|f(t,z)| <c forallt € J and x € R (8)
and
|Ix(2)| < lglz| for allz € R and k =1,...,m. 9)
If
Ailk <1, (10)
k=1

then the problem (NP) has least one solution.



Proof. Let x € X and t € J. Suppose that x is a solution of © = u®Px for some
€ (0,1). Using (8) and (9), we have

o0 = | [ Gt (5D 4103 G o0

k=1

<ot [ 16t Mo 215 + 031G 1) ()

< pAco(T) + pA S bile].

and hence

[l < pAco(T) + pA Yzl < Aco(T) + Ay Il

k=1
Together with (10), we obtain that

|| < L(T)
- 1- AZkl

This implies that all solutions of x = pu®x are uniformly bounded independent
of p € (0,1). Hence it follows from Lemma 1.3 that ® has a fixed point. So
the proof is complete. O

When all impulsive functions are linear, we have the following existence
result.

Theorem 3.7 For each k =1,...,m, let Ix(z) = lxx, where Iy is a constant.
Suppose that the following conditions hold:

(a) |f(t,x)] <c forall (t,z) € J xR, for some positive constant c,

(b) ku#ep T),0), where by, =1, + 1.
Then the problem (NP) has at least one solution.

Proof. In this case, the problem (NP) can be rewritten as

[0 T]']r, t%tk, :1,...,m,



We first consider the special case: by, = 0 for some 1 < ko < m. Let y(t) =
e,(t,0)z(t). Then

y2(t) = ep(t,0) f(t,e,(0,)y(t), tE€[0,Tlr, t#tu, k=1,...,m,

y(trt+) = brey(te), K # ko, (12)
y(tk0+) =0,
y(0) = y(o(T))

We claim that the initial value problem

Yo (t) = ep(t,0) (¢, e,(0,1)y(2)), t € T,
y<tko+) = 07 (13>

has at least one solution. To show this, we define an operator Ly, : C(J,) —
C(J ko) by

L)) = [ en(s,0)5 (5,50, 5)ys)) s

0

so that the fixed points of Ly, are solutions to (13). Then Ly, is compact. To
see this, let D C C(Ji,) be a bounded set. For any y € D and t € Jy,, we
have

(Eaao) = || (50175055051
< [ lels. 0l (5.0, ()| As

< CGP(U(T>’ 0) (tko-l-l - tk‘o)'

This implies that Ly, (D) is uniformly bounded. Also, if ¢, € J;, and y € D,
then

(L) (t) = (Ligy) ()] < cep(a(T),0)[t — ] — 0,

uniformly for y € D as |t —t| — 0. This implies that Ly, (D) is equicontinuous
on Ji,. Hence Ly, is compact.

Let p € (0,1). We consider the equation

Y = pLiyy. (14)



Suppose that y € C(Jy,) is a solution of (14). Then

0= [ e 050,515 0

0
t
< [ le(s,0)11f (s (0. 8)y(s))|As
ko
< ceyo(T), 0)0(T),
and hence ||y|| < ce,(a(T),0)o(T). It follows that all solutions of y = puLy,y
are bounded independent of i € (0,1). From Lemma 1.3, Ly, has a fixed point.

Hence (13) has at least one solution, saying yx,, on J,. This determines the
value of Y, (tg,+1) that we use as the initial value for the following problem

Y2 (1) = ep(t,0) f(t,€p(0,8)y(t)), t € Jrpur,
Y(tkg+171) = brot 1Yo (tho+1)- (15)

Similarly, we can get a solution yg,+1 on Jg,+1 for (15). Continuing this process,
we know that the initial value problem

yA(t> = ep(tv O>f<t7 ep(0>t>y(t>>? te ‘]j7
y(t;+) = by;1(t;).

has a solution y; on J; for each 7 = ko + 2,...,m. Also, the initial value
problem

Y= () = ep(t,0)f (¢, €,(0, )y (1), t € Jo,
y(0) = ym(a(T)).

has a solution yy on Jy. As before, we know that the initial value problem

Y2 (t) = ep(t,0) f(t, e, (0,8)y(t)), te€Jj,
y(t+) = bjyi-1(t;)-

has a solution y; on J; for each j =1,... k) — 1.
Let
Yo, oOn ‘]07
Y1, oOn J17
y —=
Ym, ON Jp,.

It is easy to see that y is a solution of (12). So (NP) has at least one solution.

10



Now we consider the only other case: by # 0 for all k = 1,...
be any solution of (11). Set

IT &:."
0<tr<t
For all k =1,...,m, we have
y(tk—f- = kaL’ tk H b_ ) H bz_l =
0<t; <ty 0<t; <ty
y(tk =X tk H bk =
0<t; <ty

This shows that y(t) is continuous on J. Furthmore, y(t) satisfies
y> () +p(y(e(t) = F(t.y(t), te0,T],

4(0) = y(o (1) T b
where

F(ty®) = ft,y@) T] o) I b

0<ti<t o<t <t

,m. Let z(t)

(16)

It follows that (16) has a solution if and only if the integral equation

)= [ G s

is solvable. Here,

G(t,s) = m
(t:5) n [T brep(s, t), 0<t<s<oa(T),
k=1
where
1
n= m
ep(U<T)a O) - H bk’

Define the operator B : C'(J) — C(J) by

By = /OU(T) G(t,s)F(s,y(s))As.

It is easy to show that B is compact. Let u € (0,1) and y € C(J). Suppose

that y is a solution of

y = uBy,

11

(17)



on J. Then
o(T) .
1< [ G )IF(s.y()|As < creao(T),

where

clzsup{c 11 |bk|_1:t€J},

0<tp<t

c2 = ney(o(T),0) sup {fj b, 1} :

Hence ||y|| < c¢ice. This implies that all the solutions of (17) are bounded
independent of 1 € (0,1). It follows from Lemma 1.3 that B has a fixed point.
Therefore (11) has at least one solution. 0O

Theorem 3.8 Suppose that the following conditions hold:

t
(a) |1|im f(a;x) = 0 uniformly fort € J,
1,
(b) lim KO o forati k=1, m.

Then the problem (NP) has at least one solution.

Proof. Let HO = {z € X : x = pdx for some p € (0,1)}. Then HP is
bounded. Indeed, if H® is unbounded, then there exist sequences {z,}2°; in
X and {p,}22, in (0,1) such that ||z,|| > n and

22() + p()xn(0(t)) = pnf(t,2n(t)), t€[0,T]y, t #ty, k=1,...,m,
Tn(tit) — Tu(te—) = pudi(za(te)), k=1,...,m,
.Tn(()) = xn(U(T))'

Now we let v, = z,,/||zy||. Then ||v,|| =1 and v, satisfies

V2 () + p(t)on(o(t)) = gult),, t€[0,T)y, t #tp, k=1,....,m,
Un(tk+) —’Un<tk—> :Hn,k, k= 1,...,m,
v, (0) = v, (0 (7)),

where

fon k(0 (tr))
||| '

u(7) 2]

By Lemma 2.1, we get

and Hn,k =

ao(T) m
vp(t) = /0 G(t,8)gn(s)As + > G(t,ty)0np, teJ.
k=1

12



From assumptions (a) and (b), we have

(£, (1))
|9 ()] < — 0,
[l
uniformly for ¢ € J and
1
|€n7k| S ‘ k<xn<tk))‘ _>O ) k:]‘?""m7

as n — 00, so that

o(T) m
o) < A [T ga ()| A5 + 3 sl { =0,
0 k=1

uniformly for ¢ € J as n — oco. Hence ||v,|| — 0 as n — oo, which contradicts
the fact that ||v,||=1. From Lemma 1.3, the problem (NP) has at least one
solution. Therefore the proof is complete. O

The following corollaries can be immediately obtained from Theorem 3.8.

Corollary 3.9 (Bounded case) Assume that the nonlinearity f is bounded and
that the impulsive functions I, k = 1, ..., m, are bounded. Then the nonlinear
problem (NP) has at least one solution.

Corollary 3.10 (Sublinear growth) Suppose that there exist a € PC, b € R
and o € [0,1) such that

|f(t,x)] < a(t) +blz|* forallt € J and z € R,

and suppose also that there exist positive constants ay, by € R, and oy € [0,1)
such that

\Ii(2)| < ag, + belz|™* for allz €R and k=1,...,m.

Then the problem (NP) has at least one solution.

4 Examples

Example 5.1 Let T = [0, 1] U Z. We consider the following PBVP on T

A o T 1
+(t+1 t)=——, t 4lr,t # =
x ( )2 (t) 06t € [0,4]r, #2,

()= (1) - ()

z(0) = x(0(4)).

13



Let

1
p(t)=t+1, f(t,z) = &, and I(z) = Zsinx.

It is easy to see that
1
lf(t,u) — f(t,v)] < 1—O|u —wvl, for all t € [0,0(4)]r and u,v € R,
and
1
[I(u) —I(v)] < Z!u — v for all u,v € R.

Also, by a simple computation, we get A = 3606%/(36()6’% — 1) and hence

1 11 3
oacn
} TR

A [0(4)10 + 1

Hence by Theorem 3.4 the PBVP has at least one solution.

Example 5.2 Let T = [0, 1] U 2"%. We consider the following PBVP on T

v 4 () (1) = f(t,x), t€ 0 4]n 1 #

where

t, telo0,i], _ 2sint

1
t) = t = — dI = —x.

It is easy to see that
|f(t,x)| < 2forallt €0,0(4)]r and z € R,

and

1
[I(x)] < ﬁm for all z € R.

By a simple computation, we get A = 75¢5 /(75¢5 —2) and so A/24 < 1. Then
by Theorem 3.6, the PBVP has at least one solution.

14



Example 5.3 Let T = N2 U [6, 8]. We consider the following PBVP on T

2™ +p(t)x(o(t)) = f(t,z), t€0,8,t#T7,

2(0) = z(0(8)),
where
1, te{0,1,4},
p(t) = { J , f(t,x) = ———, and I(z) =sinz.
t, tel6,8], t+18

It is easy to see that
1
|f(t,x)] < E|x| for all t € [0,0(8)]r and = € R,
and

|[I(x)| <1 for all z € R.

Also, by a simple computation, we get A = 216e'*/(216e!* — 1) and so
Ac(8)/18 = A/2 < 1. Then by Theorem 3.5, the PBVP has at least one
solution.

Example 5.4 Let T be a time scale and let 0, 7" € T. We consider the following
PBVP on T

z? 427 = e%sint, te[0,T)r, t#ty, k=1,...,m,

w(tpt) — o(te—) = 2(ty—)2, k=1,...,m,

2(0) = 2(o(T)),

where t;, € (0,T)y are right-dense for all k = 1,...,m. Let f(t,z) = ez sint
1 oy .
and I(x) = zz. Then it is easy to see that

lim AGED) =0 and lim

Hence it follows from Theorem 3.8 that the PBVP has least one solution .
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