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Abstract

Serial-ordering model and interactive processing model have long been
discussed as whether people process languages in a sequential level of processing or
the consequence of levels interacting altogether by looking at speech errors. Stroop
technique (1935) in psychology could give linguistics some insights on the relation
between lexical encoding and visual representation when people process colors. We
tried to adapt this classical psychological experiment for an experiment of speech
error elicitation. By means of controlling the phonological similarity, we created four
experiments: color naming, color reading, Stroop naming, and homophonous naming
tasks. The result first showed that even though phonological similarity did not induce
significant difference in error amount and response time within single task, it still
caused significant difference in these results among these tasks.

Second, after analyzing the linguistic relation between targets and speech errors,
we found that Stroop effect, syllable structure, phonotactic regularity, and tone
induced apparent effects in error generation, while initial, rhyme, and vowel did not.
Stroop effect not only provided the evidence from speech errors where character
representation was an autonomous mechanism in lexical process, but also provided a
fact that phonological effect would impacted differently on amount of error according
to the type of visual task. It seems that interactive account could help explain the
result easily, as the competition from dual visual inputs could be given a theoretical
basis to account for the phonological dependency according to certain visual task
which subjects were assigned to.

Finally, we also discussed the issue of advanced planning unit in lexical process.
In the shared unit task with Stroop technique, we found that only the units of tonal
syllable and bare syllable could serve as possible planning units in lexical network,
and tone in Chinese should be attributed to a type of lexical tone in planning, rather
than a pure phonological tone. To sum up, the purpose of the study attempts to

provide empirical evidence to examine the above issues.

Key words: Lexical model, Stroop effect, phonological similarity, speech errors,

advanced planning unit
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Chapter 1
Introduction

The operation of language is the composition of lexicons and mental rules
constructed in mind. The way in which the basic units are constructed could reflect
the structure of an utterance, even though it is a process of interaction from several
linguistic components: syntactic, semantic, and phonological layers etc. These layers
could be attributed to human’s linguistic competence that conveys the information to
listeners and to process the linguistic signal from context. In such a language system,
it doesn’t always lead to a perfect and well-constructed linguistic form in daily
language use.

With the evidence of speech error, the inconsistence between linguistic
competence and language performance exists. Speech error has been an important
source to study the linguistic mechanism and organization of cognitive ability in
linguistics and psycholinguistics because any tiny problem (or noise), which happens
to the process of language, will result in slips of tongue (Stemberger, 1984; Martin et
al.,, 1996). Speech errors always reflect the failure or malfunction of their
corresponding mechanism and linguistic structure (Fromkin, 1973; Shattuck-Hufnagel,
1979).

In addition to errors in naturalistic settings, psycholinguistic experiments have
been conducted to induce observable speech errors and apply the data to simulate the
processing model (McClelland & Rumelhart, 1981; Dell & O’Seaghdha, 1992; Sevald
et al., 1995; Dell & Juliano, 1996; Roelofs, 1996; Dell et al., 1997; Levelt et al., 1999;
Dell et al., 2004; Martin et al., 2004). On the other hand, several linguists took the
corpus of speech errors to elaborate the linguistic structure and visualize model of
speech production (Fromkin, 1973; Shattuck-Hufnagel, 1979; Garrett, 1980 & 1988;

Dell & Reich, 1981; Stemberger, 1985; Martin et al., 1996; Levelt et al., 1999; Wan,

1



1999 & 2007). As a representative of serial model, Garrett (1980) proposed that the
linguistic levels should be independent, and linguistic signals are processed step by
step. However, as to an interactive view of language mechanism, not only Dell and
Reich (1981) had observed the phonological similarities in word substitution, but
Stemberger (1985) assumed these layers should be interactive when accessing lexicon,
and the feedback from the form (phonological) representation could cause the wrong
activation back to the lemma level to retrieve the wrong lexicon which is not intended.
Sometimes, speech error might come from more than one layer because of shared
linguistic information between target words and error words, such as
phonological-semantic error. The two main models of language process, serial and
interactive models, always adopt speech errors elicited from experiment or corpus
observation to help them simulate and infer the possible route and operation of lexical
process.

In this study, color will be the main focus of lexical process when we deal with
the issue on lexical process. The semantic term “color’ will be specified throughout
the study. Color is a universal concept, which maps to a language-specific lexical term
according to languages. Color refers to a taxonomic relation in semantic field. For

example, as shown in figure 1-1:

DO e B

Figure 1-1. Color Taxonomy in English

In figure 1-1, the semantic hierarchy tells that the colors can be subcategorized
2



into detailed ones, as crimson and pink of red, indigo of purple. Apparently, in the
semantic field, these color terms are structured in a family which is superordinated by
a general concept: color. With the view of semantic network, the hyponyms,
dominated by “color,” are connected tightly. In this study, we would like to adopt
color to test whether the naming or reading tasks would produce speech errors inside
or outside of the semantic field, and whether phonological similarity would induce
speech errors during lexical processing. With regard to human’s visual competence,
Stroop’s technique (1935) could be a classical experiment to study the speed of
naming and reading. Besides the terms, the ink color of the term can also convey a
semantic concept through visual channel. If we create the inconsistence between the
color term and the visual color of carrier, the competition of the semantic and
phonological information would induce some kind of “noises” during the lexical
activation. The chance of speech error, or we can say the output through incorrect
activation, might get increased in speaking. Stroop (1935) conducted a series of
psychological experiments to test the reaction times among the color naming task,
color term reading task, and the task of naming the visual word with different colors.
It suggested that the reaction time for naming would be increased and prolonged by
the presence of conflicting visual concepts, word and color at the same time. He found
that the interference effect occurred when human processed the linguistic unit with
visual, physical or linguistic conflict at the same time, which is well-known as Stroop
effect.

In this study, we would like to conduct a series of experiments to extend Stroop’s
work. We adapted the classical experiment for an ideal one for Chinese, and we
observed and analyzed the speech errors by means of controlling phonological
similarity. We hope to understand the status of phonological similarity in lexical

process. There were five experiments: color naming test, color reading test, Stroop
3



naming test, homophonous naming test, and shared unit test in this study.

The organization of this study includes: literature review will be introduced in
chapter two, focusing on the mechanism of naming and reading tasks, production
models, planning unit and linguistic effects. The proposals will also be outlined in the
same chapter. Chapter three will elaborate the stimuli organization and procedural
design for each experiment, including the color naming and reading task with or
without color competition. Chapter four will present the data on reaction time among
experiments and speech error analysis so far. In this study, we try to figure out:
through the induced speech errors, we would like to analyze the phonological relation
with their targets and discuss linguistic effects between target and errors. Based on the
amount of each error type and the reaction time, we would like to compare which
lexical processing model might be more appropriate to simulate the process of lexical

activation in Chinese which has been proposed by many psycholinguists.



Chapter 2
Literature Review
Speech errors and response span will be mainly concerned in this study. The
lexical process models will be reviewed in the first section. We will examine whether
the structure of speech error and speed of lexical process would induce linguistic
effects, which will be reviewed in section 2. Besides, the issue on advanced planning
units in language production will be reviewed in section 3. The interaction between
sound activation and lexicon receiving, linguistic effects and the advanced planning

units will be the main issues of processing model in this study.

2.1 Models of Speech Production

Lexical access models have been used to explain mechanism in lexicon storage
when we process language. There are two main debates on how cognition system
processes the lexicon information: serial-ordering model and parallel interaction
model. The diverse routes in lexicon processing induce dissimilar patterns of sound
and meaning process when perceiving as well as encoding lexicon. However, the
assumption in any of the models should attain the sub-goal—simplicity for cognition
process.

In this study, we also put focus on the interaction between sound activation and
the lexicon retrieving. The selection of semantic concepts and phonological
information will be mainly concerned in the following section. In addition, the goal of
this research is to compare the serial model to the interactive model, and testify which

side could have proper explanation on the lexical production.

2.1.1 Utterance Generator Model of Speech Production

Fromkin (1971) attempted to account for various types of speech error, and the
5



Utterance Generator Model was presented in a top-down manner without any
feedback loops in language processing. Fromkin (1986) proposed that speech error
could give more insights on the organization and representation of lexical items. The

Utterance Generator model (Fromkin, 1971) is presented in Figure 2-1:

*Meaning to be conveyed

Sermantic
structure
generator

¥
Syntactic-semantic
structures 1 contour
generator
¥

Structures with

and intonation o lexicon

primary stress =

spacifiad Semantic classes Total vocabulary (all features)

word specifiad as to
features—syllable order
of segments

F
Binngs of segments |
derived in syllables
syntacticiphonalogical

F'S EFecﬂIEd /
Strings of phonetic (phonological]s
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Figure 2-1. Fromkin’s Utterance Generator (from Fromkin, 1971)

In Fromkin’s model, the process of lexicon is divided into five stages: syntactic
structure, semantic features, phrasal and prosodic assignment, phonological rules, and
motor command. In Figure 2-1, the rectangular boxes in the diagram stand for the

linguistic representations at each level; the diamonds symbolize the processes that



translate each level of representations into the following one. The stages,
representations, and processes are outlined below:
Stage I. A meaning to be conveyed is generated.

Fromkin assumed the model could allow the generation of more than one
message at stage one. Fromkin quoted Butterworth (1980) and supposed that an
adequate model of speech production should account for “competing plans” at
all levels. This leads to one kind of speech errors at this stage—syntactic
blending, such as How long does that has to...have to simmer. This model
allows multi-representations at any processing levels.

Stage I1. The message is mapped onto a syntactic structure.

After the semantic features and organization are outlined at first stage, a
syntactic framework of the message is created, and semantic information will be
mapped onto these grammatical structures. At this stage, a semantic-syntactic
structure is marked as lexical nodes in the phrase marker for selecting words or
morphemes from the lexicon at next stage. The grammatical category and
syntactic structure will be specified at this stage.

Stage IIl. Intonation contours are generated on the basis of the syntactic
representations.

Fromkin supposed sentence and phrasal stress must be assigned before
lexical selection occurs. Syntactic structure always determined the primary
stress and intonation contours, and Fromkin assumed this prosodic assignment
should be independent of any other level.

Stage IV. Words are selected from lexicon.

Now the message is represented as a syntactic structure, with semantic,

syntactic features, and prosodic information well-specified. The lexical items are

not fully specified. It means that the affixes are not spelled out phonologically,
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and the stems are just at a stage of phonological features being specified as well
as the syllable positions serially arranged. At this lexicon stage, semantically or
phonologically similar words might be selected instead of the intended word.
Fromkin also pointed out that mapping these words onto the grammatical
structure may cause phonological segments or features to be dislodged out of
their original sequence.
Stage V. Phonological specification
After the selection of lexical entries, the phonetic segments are fully
specified in the specified forms and the phonological rules operate at this stage.
Stage VI. Generation of the motor commands for speech
At the last stage, the phonetic features bundles of segments or full syllables

are encoded onto motor system for the following series of articulation.

This model advocates that the unit which induces speech error can be a segment
or a feature when mistakes happen at later stage (stage 1V and V). Error occurring
implies the malfunction in one of the linguistic operators. However, Fromkin &
Ratner (1998) commented that this model did not provide enough details why the
major categories (nouns, verbs, adjectives) seldom shifted or altered in speech error,
while functional categories and inflectional morphemes are. In addition, as
Butterworth (1982) pointed out, if the model allows more than one sentences to be
generated at initial stage, we might need more postulation of mechanisms (or rules) to
generate the numerous proliferation of representations at the following levels. These
postulations might make this generator model “more expensive” in explaining the

speech generation.



2.1.2 Levelt’s Lexical Model (1989, 1999)
As to the model of serial access, Levelt’s model is also a unidirectional operation

in language processing, as shown in figure 2-2.
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Figure 2-2. A blueprint for the speaker. (Levelt, 1989).

Levelt proposed that from the concept formatted to the sound activation, the
word activation is step-by-step at each procedure in a rapid manner. Two levels are
distinguished during the orderly processing: lemma level and lexeme (form) level,
which are both linguistic functions in formulator. The former is a
semantic-grammatical encoder, where concepts are passed on and assign proper
grammatical function to each concept; the lexeme level refers to a phase which takes
syntactic framework to generate phonological units (syllable and segment). Levelt

believed that the two encoders are stored and operated separately. Once a category is



selected, the grammatical encoder (lemma level) would produce appropriately ordered

sequence for lemmas.

lemma
level

syllable
level

segment
level

Figure 2-3. Example of activation-spreading network. (Levelt, 1989)

Figure 2-3 appears the phonological-segment access in detail. The phonological
encoder (lexeme level) then adopts the grammatical outline that is specified at lemma
phase and generates the phonological plan for the utterance. The lemma information
is retrieved before lexemic information. The outline of these levels in Figure 2-2 listed
below:

Phase I. The Lexical Level (or Concept Level)

The image activates the lexicon module carrying all the information the
brain has stored about “construct.” Each node is distributed in the network of
connected neurons in brain. Adjacent lexical nodes exists semantic relations are
also activated.

Phase I1. The Lemma Level (or Category Level)

The activated concepts are passed on to this level, where the syntactic

information is well assigned to each lemma. The grammatical features include

the word order, case marking, thematic structure, and so forth, which are
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specified at this level. Lemma is semantic-syntactically specified without

segments filled in the position. If there are more than one activated nodes,

usually the highly activated node wins. But the more competing concepts
interfere, and the longer it takes to generate the intended lexicon.
Phase I11. The Lexeme Level (or Form Level)

After the intended concepts are syntactically specified at the lemma level,
all the phonological information starts to be specified and accomplished at this
level. Tip-of-the-tongue always occurs at this level, when a given lemma was
not sufficiently activated to have completed phonological encoding at lexeme
level.

With above “blueprint” of speech, Levelt further explained that self-monitoring
effect operates and helps speaker detect the utterance with error; in addition, this
operation may also makes speaker generate non-word output. It could help explain the
lexical bias effect in phonological errors rather than phonotactic errors.

The main difference between serial-search model and the following interactive
activation model is whether the linguistic levels could be interactive. Some speech
errors, such as mixed errors, represent the interaction of sound and meaning
information, which are difficult to judge whether semantic level or phonological level
encodes wrong first. If the amount of semantic-phonological error (mixed error) goes
salient, it could be better explained that interactive fashion could help explain error

production further than in serial model.

2.1.3. Interactive Activation Model (Stemberger, 1985)
Apart from the former serial-ordering model, which is a one-way process in
language production, there are some models that provide different viewpoints.

Stemberger (1985) proposed that several levels are accessed in interactive fashion for
11



the goals of the greatest use of finite properties in cognition system and the most

minimal cost in process. The general idea could be symbolized in figure 2-4 below:
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Figure 2-4. Interactive Activation Model (Stemberger, 1985).

There are two critical elements in an Interactive activation model of cognitive
system: units and links. The basic driving force is called activation, a measure of the
activity of a given unit. Highly activated units have large effects on other units;
whereas the less activated units do not. The levels, involving segmental and feature
levels, phonological and lexical levels, and lexical and syntactical levels, are supposed
to be interactive in processing. In general, links between levels tend to be activated,
which might induce some other influence on adjacent levels during the lexical access.
Stemberger supposed that avoiding the interaction of levels in language production

might cause greater complexity in lexical process. With several linguistic levels,
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simplicity argues for the interactive activation of components. The following shows
the interactive nature of language processing in Stemberger’s activation model:
1. The interaction of word and syntax
The existence of particular lexical item often influences the phrase
structure which is accessed. For example, the existence of an adjective might
lead to the activation and selection of an NP with an adjective node. The
mapping between lexicons and argument structure can be specified and
post-checked between the levels.
2. The interaction of lexical items and phonological information
There are errors where one word substitutes for another not because of a
semantic relationship but because of similarity in phonological form, (ex.)
malapropism®. As a lexical item being activated, it passes activation onto its
subsequent phonological units. As the segments, syllable patterns, and stress
patterns of the word become activated, they also spread the activation back to
the lexical level as feedback, not only reinforcing the activation of the
activated route and nodes, but spreading secondary activation to all
phonologically similar words.
3. The interaction of the segment and feature levels
The errors with pure phonological relation arise also due to feedback
from the feature level to the segmental level. Feature errors involve the
apparent misordering of a feature rather than an entire phoneme. Stemberger
suggested that competing phonemes are given activation through feedback
from the feature level, and a secondarily activated phoneme causes the

syllable structure to be modified, and leading to allow a new phoneme

! Malapropism refers to one kind of speech error which exists phonological similarity, but with less
semantic relationship. For example, “Texas has a lot of electrical votes.” The word “electrical’ is
substituted for the intended ‘electoral.’

13



substituted.

On account of the various error types in speech, Stemberger supposed that the
“noise” among the levels always leads to diverse errors during the cascading and
feedback activation, such as phonological, semantic, or inflectional types, especially
when we want to find a processing route to generate the production of mixed errors

with more simplicity.

2.1.4. Connectionist Model (Dell, 1986, 1992)

Dell’s (1986) lexical process model of speech production is known as a
connectionist model. The different point from serial-ordering model is that
connectionist model allows the activation weight sent back to the former nodes which
have been processed. It is depicted as the “feedback” of activation among the levels
interacting with each other. The general process of the connectionist model is depicted
in figure 2-5 below as well as the diverse representation levels dealing with external

signals in figure 2-6:
OO0 O 0@ O OO0 mm
Features

Lexical
Nodes

Figure 2-5. Lexical network in the spreading activation production model.

Like discrete stage models, non-discrete spreading activation models distinguish

semantic-conceptual units, lemma units, and form units. The units in this model are
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organized into a network in which the connections allow for a bidirectional spreading
of activation between units at adjacent levels. For example, the lexical word unit can
pass activation downward to phonological level and backward to semantic level. As
supposed in Dell and O’Seaghdha’s work (1991), lexical access involves the
following six steps:

(1) The semantic units receive external inputs.

(2) Activation spreads throughout the lexical network in a non-discrete fashion.

(3) The unit which receives the most activation is selected.

(4) When the word unit is ready for phonological encoding, it is given a
triggering jolt of activation, whether it’s a multi-word utterance or a
single-word utterance.

(5) Activation continues to spread in lexical network, and the appropriate
phonological units become significantly activated.

(6) The most activated phonological units are selected and linked backward to
the slots of the word-shape frame (morphological structure) to implement

sounding on those words, and so as to the frame of syntactical level.

Dell argued that the interactive model lies in its ability to account for a range
of speech errors, particularly the effects of the similarity of the target and error in
utterances. For example, Fay & Cutler (1977) proposed the fact that the all
substituting and replaced words are very often from the same grammatical class,
and it has been regarded as evidence that these substitutions are lexical errors
rather than segmental errors. However, Dell believed interactive perspective
among linguistic levels provides better explanation for those form-related
(phonological-related) errors, which also imply the influence from grammatical

and semantic levels.
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Phonological word substitution can be attributed to a target being replaced by
a phonologically related word, not just segments exchange. For example, as in
figure 2-5, the word cat is activated, and, in turn, /k/, /&/, and /t/ are appropriate
units to be activated. Meanwhile, these active phonological nodes pass activation
back to the lexical level to activate the word nodes relevant to them, such as mat
or rat. Once the mat gets the most activation, the pure phonological error will be
induced (for the rhyme sharing in phonological units); once rat gets the most
activation, mixed error (with both phonological and semantic relation) will be
generated. Therefore, mixed errors could be attributed to an interactive influence
from both semantics and phonology in lexical access, which could make the

whole model explain mixed errors not as costly as other discrete models do.

External Signals

Phonetid

Phonolog

Figure 2-6. A simplified network in which external signals are received in sequence
by nodes at four representational levels (Dell & O’Seaghdha, 1991)

Figure 2-6 shows a simplified network consisting of a single column of semantic,
word, phonological, and phonetic nodes, and the different representations can also be
interactive to induce the influence on the accessing efficiency.

Adapted from Levelt’s serial model, there are also linguistic levels for nodes to

process information from diverse sources, which might be from concept, word, sound
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levels or other linguistic layers. The difference is that Levelt’s model is
unidirectional-oriented, while Dell’s is bi-directional interaction (stemming from the
tradition of Stemberger, 1985). As to the main concern of mixed speech errors in this
study, interactive processing model could give speech errors better explanation on
many sound-meaning errors because the incorrect activation could occur in more than
one layer during lexical process. In current study, we assumed that connectionist
model might have better account for the lexical access and the speech errors in a
wider view, but we need more empirical evidence from the experiments. On the other
hand, if concepts competition (from literal and visual information) occurs in lexical
process, whether the mixed errors would be induced more is mainly concerned in this
study.
2.2 Linguistic Effect in Previous Studies

In order to make an objective judgment on the lexical access model that could
well-account the speech errors, we have to know the internal structure among these
errors, especially for the linguistic effects on the semantic-lexical level,
lexical-phonological level, and phonological-phonetic level between the target words
and errors. In this section, some linguistic effects will be reviewed, such as initialness
effect, phonological similarity effect, rhyme effect, syllable structure effect, tone
effect, phonotactic regularity effect, and Stroop effect (originally used as

psycholinguistic term).

2.2.1 Initialness Effect

Most syllables have an initial (onset). Some languages restrict onsets to be only a
single consonant, while others allow multi-consonant onsets according to various
language specific rules. Chinese is the language allows both null and occupied initial

in syllable. However, the status of prenucleus glide, attributed to initial, rime or
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independence, still keeps undetermined in Chinese. One thing is for sure, initial
consonants are more likely to slip than non-initial ones (Dell & Juliano & Govindjee
1993). Take an initial metathesis error as example:

(1) tonal phonology - fonal phonology

The initial [t] was substituted by the initial [f] of the following syllable in an
anticipatory manner. Initials tend to slip more than other phonological structures,
which can also be seen in the study found in Boomer & Laver (1968), Mackay (1970),
Dell & Reich (1981), Dell (1986), Shattuck-Hufnagel (1986), Stemberger & Treiman
(1986), Stemberger (1989), and Dell & Juliano & Govindjee (1993).

Dell (1986) indicated that the initial consonants may activate stronger connection
weight from higher levels and thus tend to induce slips. Dell et al. (1993) noticed that
there was approximately 80% of consonant movement error involving syllable onset,
such as the error in (1), while there was still 40-50% for non-movement errors. The
further point they proposed as typical explanation for initialness effect has been that
initial consonants of words are structurally salient and distinct in the phonological
frame. The frame corresponds to Shattuck-Hufnagel’s (1987) word onset and
MacKay’s (1972) syllable onset, which are more detachable than the other structures
of a syllable. This effect are assumed by Dell et al (1993) to reveal the manner of

phonological structure as they are used in the retrieving the sounds of words.

2.2.2 Rhyme Effect

Rhyme effect intends to examine if interacting units of lexical errors share their
rhymes, including CV, VC and CVC. It reveals the hierarchical structure of syllables.
According to Syllable Structure Hypothesis (Hockett, 1967), a syllable could be
divided into two subgroups—consonant clusters formed one while the vowel and the

final consonant was the other. Thus VC sequences were frequently preserved in
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phonological errors in previous researches (e.g. Nooteboom 1969, Mackay 1970,
Shattuck-Hufnagel 1979, Rapp & Samuel 2002).

In order to test whether the hypothesis is also applicable in Mandarin, two types
need to be approved— a) onsets should be more likely to err than codas, and b) VC
seguences, as a unit, tend to induce more errors than CV sequences do. If, in this study,
the onset induces less errors or VC intents to induce more speech errors, there could

be a rhyme effect.

2.2.3 Phonological Similarity Effect

Similarity effect means that phonetically-similar segments tend to interchange
with one another. (e.g. Nooteboom 1969, Mackay 1970, Fromkin 1971, Fay & Cutler
1977, Shattuck-Hufnagel 1979, Levitt & Healy 1985, Stemberger 1985 & 1989, Wan
2007). Fay and Cutler (1977) asserted that mental lexicon was
phonologically-arranged based on a distinctive feature system. During the process of
lexical selection, the phonologically-similar item in the neighborhood of the intended
unit is apt to be selected and thus generated lexical errors. It can account for why the
exchanging error in (2) occurred.

(2) reading list - leading rist

The two initial consonants [I] and [r] share many except for one phonological features:
[lateral]. Fay and Cutler (1977) observed 156 malapropisms and found nearly 25
percent differed in only one feature. Therefore, in the process of word activation, the
significance of phonological similarity effect illustrates the cognitive status as
segments. Wan (1999) examined speech errors and found feature values can alter or
be substituted. Wan agreed with Fromkin’s study in which features have cognitive

status in speech production, but only the segment has function of segments primary
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planning (Fromkin 1979)%
2.2.4 Syllable Structure Effect

Syllable Structure contains two levels of meaning: syllabic constituent interacting
and syllable pattern interacting. The first level indicates the errors within syllable,
especially single-segment substitution. It is also called Syllabic Similarity
Phenomenon, which indicates that interacting segments occupy the same syllabic
constituent in the syllable, i.e. onset substitutes for onset, nucleus replaces nucleus
and coda substitutes for codas. Mackay (1970) and Wan (2007) found that such kind
of replacement errors occupy 98% and 99.22% respectively. This phenomenon can
also be seen in what Boomer & Laver (1968), Fromkin (1971), and
Shattuck-Hufnagel (1979) have found.

In addition, the second level indicates the interacting syllable patterns are usually
the same among substitution errors, i.e. the CVC pattern of errors interact with the
CVC target, and CV pattern interacts with the target in CV pattern. Such similarity of
syllable structures between interacting words is described in Dell’s (1988) model, as

shown in figure 2-7.

CVvC cv Word-shape header node
/l\ /\
Ci v cf Ci \% Phoneme Categories
X y z X y Phoneme Nodes

Figure 2-7. Syllable Constituent and Structural Hierarchy (Dell, 1988)

In Dell’s proposal, each word node in the lexical network connects to a word

shape ‘header’ node with the CVC or CV pattern, and it links to Phoneme Category to

2 psycholinguists proposed that segment could be an advanced unit for planning, such as Fromkin
(1971). Current phonologists, based on OT approach, supposed that phonological feature should be a
basic unit in lexical process.
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specify the syllable constituent, i.e. Ci (initial/ onset), V and Cf (final/ coda). Finally,
each category node connects further to all possible phonemes (/b/, /d/...). Under this
framework, the number of activated phonemes is defined by the word-shape header,
called “categorically trigged selection,” which means the nodes with the same syllable

pattern are activated, and the highest one will be selected in the end.

2.2.5 Tone Effect

The status of tone in Chinese has disputed whether the mental status of tone
exists in lexicon or is pure phonological information.

With the view to tone independency, Packard (1986) observed that Chinese
aphasics with a brain lesion in the left hemisphere experienced a decit in producing
tones that was qualitatively and quantitatively similar to tfeiten producing
consonants. He argued that “tones, like consonants, are listed in the lexicon as unit
phonemes ... [and] the tonal phonemes, like segments, are composed of bundles of
distinctive features” (p.220). Besides, Chen (1999) and Chen & Dell (2003) followed
Packard and argued that tone is lexically distinctive, but tones were just like
suprasegmentals in the underlying forms and became associated with rhymes or
vowels at the phonetic level. They observed the tone status by means of implicit
priming task. They found that the units of syllable-alone and tonal syllable would
induce priming effects, while bare tone unit seldom plays the role of priming in
implicit priming task. They proposed that the tone may be possible to be separable in
lexical process, but it cannot be served as an independent unit to have priming or
speech planning. Their explanation assumes that tones behave like segments in
Mandarin Chinese because of the priming effect; they also assumed the tone to be less
free because it alone induced little priming effect. Chen (1999) further stipulated that

tones in Chinese were part of the phonological frame because it acts like the stress in
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Dutch and English.

On the other hand, Wan & Jaeger (1998), Wan (2007) seek for the evidence form
speech errors in Chinese and supported that tones are represented lexical underlyingly
and ought to be part of the phonological organization of the lexicon. Wan & Jaeger
(1998) observed the speech errors and pointed out that when one lexical item is
substituted for another, its tone (level or contour tone) remains unitary; when its item
is deleted, its tone is also deleted, further proposed that if two words have been
blended into a single phonological form during lexical insertion, one of the two
underlying tones, usually that of the selected rhyme, would be spoken in the errors.
Besides, Wan (2007) and H. Chen (2008) disagree with J. Y. Chen’s (1999) and J. Y.
Chen & Dell’s (2003) arguments, because the speech errors sharing the same tones
with the targets outnumber those with the rhyme effect. (Wan & Jaeger: Tone effect
57.01%; Rhyme Effect 16.51%). The evidence showed that tone should not be

associated with rhyme since the error rates of this pattern were not salient.

2.2.6 Phonotactic Regularity Effect

Phonological speech errors seldom create sound sequences that are illegitimate in
language. Stemberger (1983) provided one of the rare counterexamples, as in (3):

(3) dorm — dlorm

Error (3) showed that this neuroticism error is a violation of phonological
constraint of English prohibiting /dl/ initials, which is very rare in speech errors. By
means of observation of error collection, Meringer and Mayer (1895) initially note
this effect, and it was termed the “first law” of speech errors by Wells (1951).
Stemberger (1983) noticed there were less than 1% phonological errors which were
violations of phonotactic constraint. Production theories claim much of the effect in

terms of phonological frame. Dell (1993) indicated that frames are specified in such a
22



manner which impossible sound sequences are proscribed. For example, in Dell’s
(1988) model, the phonological frame enforced the regularity effect by controlling
which sequences of categorized slots were made available. It was thought that there is
no available frame that will allow an illegitimate sequence, such as /dlorm/ in English,
to be encoded in production. The studies of Dell, Stemberger, as former mentioned,
and Fromkin (1971) all took this effect as solid evidence for the active use of

phonological rules or frames in encoding phonological sequences of words.

2.2.7 Stroop Effect
This effect was named after John Ridley Stroop who first delivered the effect in
English in 1935 in an article entitled Studies of interference in serial verbal reactions,
and the Stroop effect refers to the color term reading overrides and is quicker than
color naming, which was conducted by measuring the reaction time between visual
representation and naming.
In psychology, the Stroop effect is a demonstration of the reaction time in

naming task. When the name of color (e.g., "blue,” "green," or "red") is printed in a
color not refer to its name (e.g., the word "red" printed in blue ink instead of red),
naming the color of the word is longer, and naming would result in more errors and
hesitations than naming the stimulus which matches to its denoted color. Stroop’s
experiment included the following three main parts:

(1) The Effect of Interfering Color Stimuli upon Reading Names of Colors
Serially: all the color term were printed in black to measure the effect of the
black color as an interfering stimulus.

(2) The Effect of Interfering Word Stimuli upon Naming Colors Serially

The name of the color were appeared in different ink other than it referred to.

(3) The Effects of Practice upon Interference
23



The visual stimulus was appeared in squares of a given color.

The difference among the time span for reading the words printed in various
colors, the same words printed in black, as well as the same colors printed in squares
were measured to observe the interference of conflicting word stimuli upon naming
colors. The result showed that the interference of conflicting word stimuli upon the
time for naming colors caused an increase of reaction time for naming visual colors.
In psychology, Stroop effect set up that the association process in naming visual
colors is radically different from that in reading printed words. However, for
linguistics, by means of Stroop technique, we would like to observe further whether
the time course is different when the colors are well-controlled in sound similarity,
and we could also analyze the phonological relationship between the target and the
induced error. Phonological similarity, reaction time, and speech errors will be mainly

concerned in experiment of current study.

2.3 The Planning Unit in Sound Production

The issue on advanced planning unit will also be reviewed in this section
because speech errors can be evidence of the processing quality and precision from
syntactic level to phonological level.

Research in speech production has long been focused on Indo-European
languages. The WEAVER++ theory (Rowlof, 1997) asserts that the compositional
morphemes of a word need to be spelt out before phonological encoding of the word
can proceed. However, the postulation about the word encoding was not satisfied to
stay valid in Chinese. Chen & Dell (2002, 2003) conducted an implicit priming task
(Meyer 1990, 1991; Roelof & Meyer 1998), and noticed it seems not to be the case.
Their results showed that: (1) syllable-alone unit can induce some priming with

different tone, whereas tone alone cannot induce such effect; (2) “syllable + tone”
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(tonal syllable) is a possible unit in word production and orthography and the word’s
morpheme do not seem to play a role in language planning; (3) tone could be a
metrical frame for the segmental syllable to attach to in Chinese; (4) syllable-onset
cannot induce priming effect either, so it couldn’t be regarded as a planning unit in

underlying.

2.4 Literature Summary and Research Hypothesis

Researchers have investigated sounds activation in production mechanisms, as
proposed by the former serial and interactive model, by means of error-inducing
experiments (Dell 1986 & 1990 & 1992, Schwartz 1994, Chen et al. 2002, Martin et
al. 2004, Schwartz 2006) and speech errors in a naturalistic setting (Fromkin 1971,
Buckingham 1980, Stemberger 1984, Bloch 1986, Schwartz 1994). Both production
models should be compared to identify the role of the sound, and how the elements
are activated in these models.

Theoretical frameworks of serial-ordering and connectionist have debated on
whether the error sounds are produced from a sequential level of processing or the
consequence of levels interacting altogether. As to serial approach, the sound error
was dealt with the interference within the chain of linguistic components, including
semantic, syntactic, morphological or phonological generators (Fromkin 1971). In
order to explain how the retrieved lexicon is proceeded to the next level to retrieve the
sound, which influenced Levelt (1989 & 1999) to propose lemma and lexeme levels
in explaining the phonological units are encoded falsely to the retrieve a similar
lexicon (at lemma level), thus the errors are produced. Either target sound or error
sound is uttered; serial-ordering model prohibits the possibility of backward activation
in lexical processing.

On the other hand, interactive approach proposes bi-directional activation: not
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only spreading but also feedback during lexical activation. Speech error seems to be
the noise between lexeme and lemma nodes, or we may say it is also a false
connection (Stemberger 1985), on the way to the target lexicon which receives
enough activation falsely. The phonetic output in the interactive mechanism is the
product of mutual interaction among syntactical, lexical and phonological levels,
which in serial-ordering model is merely the product of single source, route, or
Fromkin said the false encoding of morphophonemic rule results in error, or the
Levelt said it is the false retrieving from lemma level to lexeme level. In Dell’s
connectionist model (1986), the output comes from the lexical-network organized in
mind, also comprises semantic, lexical, and phonological layers, but is the co-effect of
these levels. Sometimes speech errors result from the latter level spreading weight
back to the former level. The feedback strength goes back from phonological layer to
word layer and retrieves a lexicon framework with similar morphophonemic
organization, spreads again to phonological layer, and then induces speech errors. The
interactive simulation might imply the information of phonological units (feature,
segment, or phonological constituent), pure semantic substitution, or the mixed error
(interacting between phonological and semantic layers) about speech errors.

In current Stroop-technique study, there are some research hypothesis about the
relation between sound activation and visual representation, which need to be dealt
with in this study:

(1) Through the control of phonological similarity, we would like to know the
trials of high phonological similarity would induce more speech errors than
trials of low similarity, and see whether the controlled factor would cause
difference of error amount among visual tasks. In addition, we should observe
and compare the response time between the two groups. We would like to

know whether phonological similarity serves as interfering or facilitation
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effect in these tasks.

(2) Among speech errors, we plan to grade phonological similarity between
target and error. We would like to examine which linguistic effects dominate
in lexical encoding: initial, vowel, rhyme, tone, syllable structure, phonotactic
regularity, and Stroop effects in this study.

(3) In order to look further into the issue of advanced planning unit during
language production, carriers with diverse structures of shared units were
recruited, such as the units of onset, vowel, rhyme, tone, syllable, tonal
syllable. Response time and amount of speech error will be compared and
discussed on their possibilities of serving as planning units.

(4) The status of tone will be concerned in shared unit test. If it is a phonological
tone, it will induce facilitation in lexical process. If it is a lexical tone, the
unit of tone should not induce any facilitation.

(5) According to the result of error amount and reaction time in the five tasks,
where processing model could well account for the generated patterns. Serial

and interactive accounts will be testified respectively.

This modified Stroop-technique experiment could provide supportive and

empirical evidence to examine whether serial-ordering model or connectionist model

could tell us more about sound activation during human lexical production. If we

could take speech error, reaction time, and basic planning unit into consideration by

means of controlling phonological similarity between linguistic forms (color term /

carrier)and visual concepts (visual color), we could obtain more insights on how

concept and sound are processed when human encode lexicon, especially there are

dual inputs coming into visual channel.
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Chapter 3
Methods

In this experiment, we modified the test items in Stoop’s experiment technique
(1935) and conducted experiments which we controlled the variety of phonological
similarity and added homophonous materials into experiment. In the original work,
Stroop designed the color term as visual stimulus with ink color other than the term
indicated, such as the test item of “red” in color green, as reviewed in former chapter.
Stroop technique was utilized into current study. In current study, all the stimuli were
replaced with Chinese characters. In addition to the language variety, phonological
similarity was an independent variable controlled in this study. The amount of speech
error, types of speech error, and reaction time in each trial were dependent variables in
the experiments. The amount of speech error and response time were served as
judging facilitation or inhibition effect during color processing. Linguistic effects
between target and error could help us observe whether there was any structural effect
in lexical encoding. Phonological similarity was utilized to observe whether it would
increase difficulty or error amount in lexical processing. Therefore, the criteria for
phonological similarity, stimuli design, task procedure, and error analysis will be
mainly concerned in this chapter.

There was a series of tasks which were tested for different purposes, which
include: (a) Task 1: Color Naming Test, (b) Task 2: Color Reading Test, (c) Task 3:
Stroop Naming Test, (d) Task 4: Homophonous Naming Test, and (e) Task 5: Shared
Unit Test. The five tests were designed with different visual tasks. Subjects were
asked to identify the colors they perceived or to read the words they saw, according to
the conditions those tasks required. During task 1, subjects were presented a strip of
color squares, and they needed to call the colors in order for each strip. In task 2,

subjects had to read the color terms for each trial, and they didn’t need to name the
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color of each term. Task 3 modified the Stroop’s work (1935) into a Chinese edition.
Subjects were required to name the ink color for each term sequentially. This was
aimed to testify whether interfering effect of color stimuli upon reading color terms
exists in Chinese, as that mentioned in Stroop’s (1935). In present study, we created a
list of homophonous stimuli corresponding to the color terms. Subjects had to name
the colors for stimuli in task 4, as they did in task 3. Homophonous Naming Test used
these colors’ homophones to substitute for corresponding colors. As to the reason
which we recruited in task 4, if homophone induces similar response time and error
types, Stroop’s effect might not be specialized to color terms, even though
phonological similarity might have effect on both processes. If it induces various
patterns of time span and error types, it appears that color terms might be enclosed as
a semantic group at the lexicon process for further phonological encoding. If not, it
implies that homophone serves the same role as color term in lexical process.

In task 5, each trial was replaced with other kind of characters, which shared one
certain structure of phonological units with color terms. Subjects were trained to read
and name the stimuli’s color for each trial according to the tasks. Diverse shared units
were supposed to induce interfering or facilitation during lexical process. Shared Unit
Test was aimed to focus on the issue of advanced planning units among these color
terms. We created a list of characters which shared different types of structure with
color terms, such as initial, vowel, rhyme, bare syllable, bare tone, or whole syllable.
The subjects’ response time and induced speech errors among the four visual tasks

were record for later analysis.

3.1 General Methods of Task 1 ~ 4
3.1.1 Subjects

We’ve recruited 22 college students (7 males and 15 females) whose native
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tongue was Taiwan Mandarin, aged 20-30 years old. All these recruited subjects took
the four tests: naming test, reading test, Stroop’s Task, and Homophonous Naming
Task. In order to balance the practice effect and to avoid it inducing practice bias, half
of the subjects were provided the order of color square naming, color term reading,
Stroop’s reading, and homophonous naming tests in order. The others were also
provided the four tasks, but were presented as the order of homophonous naming task
before Stroop’s naming task. The ones with psychology, linguistics and art
background were excluded from this study, especially the art major students who
might be professional and sensitive to the subtle difference. When they identify the
colors, they might probably generate many low-frequent color terms as their response,
which might cause difficulty in data analysis. This study was aimed to recruit ordinary
as well as normal speakers in color identification and to analyze the way they process
concepts in color naming, instead of the way how they sort these colors sophistically
and precisely.

Besides, in order to ensure that subjects had normal ability to identify and
categorize the colors they perceived, they were asked to accept a pre-test to examine
their knowledge about sorting colors to be at or above average level. Those subjects
who did not participate in this study were color blindness or weak identification
toward colors.

At training stage, we provided a conception formation test to help subjects set
correct categorization for the colors recruited in the study. The target colors included:
red, orange, yellow, brown, green, blue, purple, black, gray, and white. Subjects were
presented a color square and a description on computer screen, and they needed to
press “yes” or “no” button to confirm whether the description is correct. If they
provided correct answer, screen would show a positive response, and a negative

response was given when they provided incorrect key. The experiment operator
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evaluated the subject’s performance. If subject’s precision rate achieved to 95%, they
could attend the main experiments. If they failed to get to the threshold, they had to

take the concept exercise again, until they passed the training requirement.

3.1.2 Colors and Phonological Similarity

Phonological similarity was controlled as an independent variable in this study.
The number of speech errors and the response time were dependent variables in this
study. It was controlled to maintain colors of each trial in a state of phonological
homogeneity. In the following experiments, we needed to sort the phonological
relation for each color pair. Jaeger (2005) had evaluated the phonetic similarity
between targets and error words for English children, and used phonological and
phonetic criteria to judge whether the lexical errors could be considered
phonologically related. It appeared to be an ideal basis for us to adapt and extend to
evaluate the phonological similarity in Chinese system. Jaeger provided a list of
criteria for grading the degree of similarity in English speech errors, which is
provided in Table3-1. Jaeger supposed that a lexical error is considered
“phonologically related” if its score achieved to at least 3 points. This evaluation

system is also the criterion of phonological similarity in present study.
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Table 3-1. Jaeger’s Phonological Similarity Grading

Criteria for grading phonological similarity in lexical errors.

1. Same number of syllables = 1 point

2. Same stress pattern:

a) if both words are stressed, but each only one syllable = 0.5 points.

b) if both words have 2 or more syllables and the same number of syllables, and
same primary stress location = 1 point.

c¢) if one word is one syllable and stressed, and the other is two-syllable and has
first-syllable stress = 0.5 points.

d) if both words have 2+ syllables, but a different number of syllables, but the same
general word-stress pattern = 1 point (e.g. “dictionary’ and “library’).

3. Same initial phoneme = 1.5 points.

4. Same final phoneme = 1 point.

5. Same primary-stressed vowel = 1.5 points (if only one of them occurs before /r/
or a nasal, only 1 point.)

6. Other same phonemes in same position in primary-stressed syllables = 1 point
each.

7. Other same phonemes in same position in non-primary-stressed syllables = 0.5
points each.

8. Same phonemes in same position in primary-stressed syllable in one word, but
non-primary stressed syllable in the other word, if syllables are in same position in
word = 0.5 points each.

9. If a vowel is both word-initial and primary stressed, or both word-final and
primary stressed = 2 points total.

According to Table 3-1, we noticed that most of these criteria reflected the
structure in English phonology, such as multi-syllable pattern in lexicon and stress
pattern in syllable, where as Chinese might not have them. Criterion 2 and 5 to 9 are
stress-related grading for lexical errors, since stress assignment plays an important
part in English syllable. However, in Chinese, we have pitch pattern within a syllable,
that refers to the level tone and contour tones. English has multi-syllable lexicons
where as Chinese is viewed as a mono-syllabic way. Therefore, criterion 2 and 5 to 9

might not be necessary for Chinese. Furthermore, tone is an important organizing
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structure in Chinese and thus there should be a system for it. The following is a
revised list of evaluating criteria as shown in Table 3-2, the evaluation of which is

hoping to reflect the sound patterns in Chinese.

Table 3-2.The Revised Criterions on Sound Similarity in Chinese

Strucrure Shared Units Score
1. Whole Syllable (with tone)
A 45-55
(syllable) . 'vord
y 2. Whole Syllable (without tone) 4-5
3. Syllable Structure 1
8 4. Syllable Number 1
b-svliabl 5.Initial Onset 1-15
(sub-syllable) - ¢ o vme 0.5-1.5
7. Bare Tone 0.5
c 8. Vowel 1
9. Coda (G/N) 0.5
(phoneme) )
10. Pre-nuclear Glide 0.5

In order to make the criteria to well explain the similarity between error and
target in Chinese, Table 3-2 considered the feature of syllable structure and the
numbers in Chinese, and it modified Jaeger’s methodology when grading
phonological similarity. For there exists typology diverse, the first difference is to
simplify the way of syllable counting. We don’t need to count syllable amount for
Chinese. All the character in Chinese is phonologically monosyllabic, so we count the
lexical pair sharing the same number in one point, especially for the monosyllabic
case of color terms in Chinese. Second, tone is another issue that its phonemic
significance should have independent criterion for grading. According to Jaeger’s
criteria, the monosyllabic words which share the same stress pattern, regardless of the

vowel or syllable number factor, could get 0.5 points. Therefore, lexical pair which
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shares the same tone could get 0.5 points. Even though we know that syllable number
and pitch pattern are the main differences between English and Chinese, Table 3-2
seems to help deal with the typological differences and grade for Chinese pairs.

With regard to the counting methodology for the similarity, Table 3-2 has another
rationale from the one of Jaeger’s (2005). There are three structures in Table 3-2: (A)
syllable, (B) sub-syllable, and (C) phonemes. Each lexical pair should be graded
according to the structural hierarchy (from A, B, to C), and each pair can only be
graded within one structural criteria. Lexical pair could only be graded by the criteria
in A, B, or C independently, and can’t be graded in any two of the structures at the
same time (except for syllable structure and syllable number). For example, if there is
a pair of homophones, xong (means red or great); they could only gain the similarity
score within the criteria (shared units) of structure A (syllable). The pair couldn’t get
any score from either structure B (sun-syllable) or C (phoneme). Sub-structure means
that the lexical pair shares unit which is smaller than syllable and larger than segment.
Criteria of sub-syllabic structure include syllable structure, syllable number, initial
onset, rhyme, and bare tone. The remaining phonemic structure, such as vowel, coda,
and prenuclear glide, should be attributed to structure C.

As to the specific phonological scores in Table 3-2, we mainly refer to Jaeger’s
(2005) phonemic and syllabic grading criteria. In structure C (phoneme), if the pair

shares the same vowel, it could get 1 point in phonological similarity. Take the pair

huang2 [xwan35] (yellow) and gaol [kaw55] (tall) as example in Table 3-3.

34



Table 3-3. Lexical Pair of Huang2 and Gaol (yellow-tall)

Criterions Factors Score
4. Syllable Number monosyllable 1 point
8. Vowel [a]-[a] 1 point
(Medium 2 points
Total .
similarity)

Their monosyllable similarity could get 1 point according to the third criterion.
In addition, there is not any similarity except for their vowel [q], so it can also get 1

point. The total score of their phonological similarity is 2 points.

Regarding the score of coda, there are four phonemes which can serve at coda
position in Chinese, such as [n],q], [j], and [w]. If the lexical pair shares the final
coda, it can get 0.5 points in phonological similarity. The example can be seen in
Table 3-4, the pair hei and kwai.

Table 3-4. Lexical Pair of Heil and Kwai4 (black-strange)

Criterions Factors Score

4. Syllable Number monosyllable 1 point

9. Coda G1-0] 0.5 points
Total (Low similarity) 1.5 points

The pair heil [xej55] (black) and kwai4 [kwaj51] (strange) shares the same final
consonant [j]. Beside 1 point the pair could get from the criterion of syllable number,
another 0.5 points is gotten because of the shared final coda. The total of the lexical
pair is 1.5 points. As the former mentioned, each pair should be graded within the
same structural criteria. Criteria 8 and 9 should not overlap with criterion 6; that is, if

the lexical pair doesn’t get any score from the rhyme (criterion 6), then the pair is
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allowed to be graded under criterion either 8 or 9.

The issue on the status of prenuclear glide has been disputed in Chinese. The
related argumentation can be referred to: prenuclear glide as onset’s secondary
articulation (Duanmu 1990, 2002), forming consonant cluster with initial (Bao 1990),
as an element of rime (Jiang2001, Wang & Chang 2001), being in indeterminate ststus
(Bao 1995, Huang 2001, Wan 1997), existing in independent structure (Shen 1992,
1993), supposing in approach of mora structure (Yip 2003, Ma 2003), and arguing
under X-bar approach (van & Zhang, 2008). The status is not the main issue in
present study. To avoid disputing, we follow Bao’s framework (1990, 1995) to be a
tentative assumption in this study. In this study, we tentatively assume that prenuclear
glide might belong to the initial structure to form a consonant cluster in some Chinese

syllables. However, on the surface representation, prenuclear glide sometimes

interacts with vowel, such as /j-an/ into [jen], /w-an/ into [won], and /y-an/ into [yen]

etc. In the case of [j], [w], and [y] interacting with vowel, we should go back to their

underlying forms to give score to the lexical pair. Jaeger gave the same initial 1.5
points, which consists the part of the main first consonant and the following ones. In
criterion 10, if the lexical pair shares the same prenuclear glide, the phonological
score is valued 0.5 points. Therefore, the range of initial score could be 1 to 1.5 points.
Basically, the pair could get at least 1 point for sharing the part of onset. If the pair
also shares the following glide, it could get 1.5 points in total. The following is the
details for the score of initial position.

Initial onset and rhyme belong to the case. In Chinese, the initial part includes a
main consonant which initiates a syllable, and follows a prenuclear glide in some
words. Based on Jaeger’s measurement, if the pair shares the same initial which

consists of single segment, it could get 1 point for their similarity. If the initial
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segment shares the same following glide, the pair could get 1.5 points as in Table 3-5
and 3-6.

Table 3-5. Lexical Pair of L4 and Lan2 (green-blue)

Criterions Factors Score
4. Syllable Number monosyllable 1 point
5. Initial Onset [17-[1] 1 point
(Medium _
Total . 2 points
similarity)

Table 3-6. Lexical Pair of Huil and Huo3 (gray-fire)

Criterions Factors Score
4. Syllable Number monosyllable 1 point
5. Initial Onset [xw]-[xw] 1.5 points
(Medium _
Total 1 2.5 points
similarity)

In Table 3-5, 1G4 [ly51] (green) and lan2 [lan35] (blue) share the same initial [I]

as well as syllable number, so they could get 2 points. In the case of two segments
existing in initial, as in Table 3-6, huil [xwej55] (gray) and huo3 [xwo21] (fire) share

the same segments [xw-] at initial, beside the 1 point they could get for syllable
number, they could get the other 1.5 points for sharing onset as well.

Rhyme is another possible unit for a pair to share. Rhyme in Chinese includes central
vowel and sometimes with a nasal or glide as coda. If the pair which is two
open-syllable words and shares rhyme, the pair could get 1 point for owning the same

vowel, as the pair of zi3 (purple) and zhil (weave) as examples in Table 3-7.
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Table 3-7. Lexical Pair of zi3 and zhil (purple-weave)

Criterions Factors Score
4. Syllable Number Monosyllable 1 point
6. Rhyme [i]-[ 1] 1 point
(Medium _
Total o 2 points
similarity)

In Table 3-7, zi3 [tsi21] (purple) and zhil [tsi55] (weave) are the open-syllable
words which share only the rhyme part, or attribute the unit to single vowel, so they
could get 1 point for sharing the same apical vowel [i]. If the close-syllable pair shares

the rhyme, it could get not only 1 point for vowel part, but extra 0.5 points for sharing
coda segments, as shown in Table 3-8.

Table 3-8. Lexical Pair of bai2 and hai3 (white-sea)

Criterions Factors Score
4. Syllable Number monosyllable 1 point
6. Rhyme [aj]-[a)] 1.5 point
(Medium _
Total R 2.5 points
similarity)

Like the pair bai2 [paj35] (white) and hai3 [xaj21] (sea) in Table 3-8, it shares no
parts but the rhyme segments [aj], so the total of this similarity is 1.5 points. Whether
it is either the case of open syllable or close syllable, the pair should be graded under
the B structure. That is to say, once the pair is attributed to share the rhyme unit, it
couldn’t be accumulated the score again under the criteria of C (phoneme structure). It

means that the pair bai2 and hai3 can’t get another score under criteria 8 and 9.
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It’s not easy to define the status of tone to belong to specific consonant or vowel in a
syllable, as reviewed in previous chapter. One thing cannot be challenged is that tone
is specified in lexical mode. It would be better to regard tone as sub-syllabic structure,
because its suprasegmental characteristics. If lexical pair shares the same tone, it

could get 0.5 points, as the pair in Table 3-9.

Table 3-9. Lexical Pair of lan2 and u2 (blue-nothing)

Criterions Factors Score

4. Syllable Number monosyllable 1 point

7. Bare Tone tone 35-tone 35 0.5 point
Total (Low similarity) 1.5 points

As shown in Table 3-9, the tones of lan2 [lan35] (blue) and u2 [u35] (nothing)
are the same, so the pair could get 1.5 points, which includes 1 point for their
monosyllabic form and 0.5 points for their 35 tone.

The remaining syllable number and syllable structure are the ways to measure
the similarity of the phonological and lexical structure, rather than of unit-related
information in criteria 5 to 10. As to the syllable number, each character maps to
single syllable. Color terms are the typical and special group, which is monosyllabic,
in modern Chinese. All of the color pairs in this study can get basic 1 point under the
criterion of syllable number, as well as the homophonous pairs of color.

There are five kinds of syllable structure in Chinese, such as V, CV, CVC, CCV,
and CCVC. Among the structures, in present research, we focus on their underlying
representations when we measure the phonological similarity for each lexical pair.
Under this criterion, if the word pair shares the same syllable structure, it could gain

one point at most, which accords to the criteria for single syllable in Jaeger’s work.

For example, zi [tsi21] (purple) and 10 [ly51] (green) both belong to CV structure, so
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they could get 1 point for the same CV structure. In current study, if the structure
involves postnuclear glide or nasal existing in coda position, CVC and CVN should
be attributed to the same CVC structure. One of the reasons is that criteria 6 and 9
describe the segmental difference. The other reason is that postnuclear glide and nasal
to the closed syllable in Chinese couldn’t induce any phonological derivation, such as
what prenuclear glide does during phonological derivation, between underlying and
surface structures. Therefore, there is not any necessity to distinguish the ending

difference when measuring similarity. One of the examples can be seen in Table 3-10.

Table 3-10. Lexical Pair of huang2 and hueil (yellow-gray)

Criterions Factors Score
3. Syllable Structure  CCVC 1 point
4. Syllable Number monosyllable 1 point
5. Initial Onset [xw]-[xw] 1.5 points
Total (High similarity) 3.5 points

In Table 3-10, huang2 [xwan35] (yellow) and hueil [xwej55] (gray) are the case

that shares not only initial consonants (1.5 points), single syllables (1 point), but also
the CCVC structure (1 point). The total of the pair could get 3.5 points. As to the
prenuclear glide which causes sound variation between underlying and surface
structures, we would like to adopt the words’ underlying phonological forms to
measure the sound similarity, as former mentioned.

With regard to criteria within structure A (syllable), we have two kinds of
conditions: one is the pair which shares the same syllable as well as tone, and the
other which shares the syllable only. That is to say, if the lexical pair is two
homophonous words, or the words that share the whole syllable except for tone, we

should use structure A to measure the similarity for the pair. Take a pair of two
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homophones [ly51] as example, as shown in Table 3-11.

Table 3-11. Homophonous Pair of [ly51] (green-law)

Criterions Factors Score
1. Whole Syllable Tone included 4.5 points
Total (High similarity) 4.5 points

One of its lexical mappings can refer to color “green”, and another can refer to
the character meaning of “law.” For their phonological similarity, they share
everything but for their characters, so we attribute the homophonous pair to have 4.5
points. For details, 1 point is for initial and rhyme respectively, syllable number and
structure (open syllable) could also get 1 point for each, and the remaining 0.5 points
could be counted for the same tone.

The second condition is the pair shares the whole syllable except for tone, as in

Table 3-12.
Table 3-12. Homophonous Pair of lan2 and lan3 (blue-lazy)
Criterions Factors Score
2. Whole Syllable Without tone 4.5 points
sharing
Total (High similarity) 4.5 points

In Chinese, syllable /lan/ can refer to words which own the same syllable, such
as [lan35] (blue) and [lan21] (lazy). The phonological similarity of the lexical pair
could get 4.5 points in total, including 1 point for syllable number, another 1 point for
the same onset [I], 1.5 points for its same rhyme [an], and the other 1 point for its
sharing structure CVC.

Based on above criteria for measuring phonological similarity, we measured all
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the lexical pairs among these color terms in Chinese. There were 10 colors recruited
in this study, and they were matched by pairs of two to grade and judge their degree of
similarity. Table 3-13 is the similarity of colors which were paired to measure their
phonological similarity. The following colors are abbreviated as: R (red), O (orange),

Y (yellow), Br (brown), Ge (green), Bl (blue), P (purple), Bk (black), Ga (gray), W

(white).
Table 3-13. Phonological Relations of Color Pairs
Similarity ~ Points Color Pairs / Criteria
R-Y
34579
Bk-Ga R-Br
_ 4567 34610
High
L R-Ga BI-W Y-Ga
' 345 3478 345
3 R-O R-Bk Ga-Br  Y-Br
3479 345 34710 34910
R-BI O-BI O-Br R-W O-W  Bk-Br
347 347 349 347 347 347
2.5
. W-Bk
Medium
349
) 0-Y Y-Bk Ge-BlI  BIl-Br P-Br Ge-P
479 45 45 34 45 34
L Y-BI Y-W W-Gr  O-Bk  BI-Bk  W-Br
' 47 47 49 34 34 34
R-Ge R-P 0-Ge O-pP 0-Ga  Y-Ge
4 4 4 4 4 4
Low
Ge-Bk  Ge-Ga  Ge-Br BI-P  Bl-Ga  P-W
4 4 4 4 4 4
Ge-W P-Ga P-Bk Y-P
4 4 4 4

According to the score of similarity, we divided these color pairs into three
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groups, such as high, medium, and low groups in similarity. High group indicates the
pair with high phonological similarity, while low group indicates the pair with low
similarity. If lexical pairs could get more than 3 points, we attributed them into high
group. If less than 2 points, pairs were attributed to low group. The remaining pairs,

measured between 2 to 2.5 points, belong to the medium group. For example, the
most similar phonological pair is hong2 [xon35] (red) and huang2 [xwan35] (yellow),

which can be seen in detail as following table.

Table 3-14. Lexical Pair of hong2 and huang2 (red-yellow)

Criterions Factors Score
3. Syllable Structure ~ CCVC 1 point
4. Syllable Number monosyllable 1 point
5. Initial Onset [Xw]-[xw] 1.5 points
7. Bare Tone Tone 35 0.5 points
9. Coda [n]-[ n] 0.5 points
Total (High similarity) 4.5 points

As shown in Table 3-14, the color pair shares criteria 3 (the same underlying
CCVC structure: 1 point), 4 (the same syllable number: 1 point), 5 (the same initial
onset: 1.5 points), 7 (the same tone: 0.5 points), and 9 (the same coda: 0.5points). The
total of this pair is 4.5 points, which exceeds the high level of 3 points, and the
phonological relation is attributed to the high similarity group. Another pairs which
are attributed to high similarity group are black-gray, red-brown, red-gray, blue-white,
yellow-gray, red-orange, red-black, gray-brown, and yellow-brown. The detailed
graded criteria of these pairs can be seen in Table 3-13. The total of 1 point could be

the least similar pair in phonological relation, such as red-green, green-black, and

blue-gray of the 16 pairs, as shown in Table 3-13. For example, the pair zi3 [tsi21]
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(purple) and heil [xej55] (black) is the case which shares no aspects but for their
syllable number, so the pair could get 1 point.

In this study, we adopted the color pairs from high and low similarities into
stimuli design because phonological similarity was controlled to examine the
performance difference in experiments. Pairs from medium were excluded from the
study. The pairs whose scores exceed 3 points or fell on 1 point were recruited in
experiments. In total, there were 10 pairs from high similarity group and 16 from low
groups to be arranged into color and naming tasks. The following are the details

concerning how these color pairs were organized in tasks.

3.1.3 Test Items

Based on the lexical pairs graded by the criteria in Table 3-2, we arranged the
color pairs by the groups of phonological similarity, and organized them into
experiments. The following are series of tasks which were tested for different
purposes: (1) Color Naming Test, (2) Color Reading Test, (3) Stroop Naming Test, (4)
Homophonous Naming Test, and (5) Shared Unit Test. The above tests were designed
with different visual tasks. The tasks 1, 2, and 3 adapted Stroop’s experiments (1935)
for a Chinese version. As reviewed in chapter 2, Stroop used color squares to have
subjects name the color of carriers, and used color terms to have subjects not only
read in one task, but also name the color of carrier terms. Stroop observed the
response time that subjects reacted during different visual tasks. In present study, we
asked subjects to read or name colors, and we would also like to induce them to
produce speech errors by means of showing visual competition. In the following tasks,
phonological similarity and the character frequency were carefully controlled when
designing color pairs of each stimulus strip. Ten Chinese colors were the targets in
these experiments, including xong2 (red), cheng2 (orange), xuang2 (yellow), li4
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(green), lan2 (blue), zi3 (purple), heil (black), bai2 (white), zongl (brown), and huil
(gray).
3.1.3.1 Task 1: Color Naming Test

In color naming test, subjects had to identify the colors of the carrier squares.
Each trial consisted of eight color squares. In order to examine the effect of
phonological similarity, the ten colors were arranged according to their phonological
similarity in Table 3-13, and colors in one strip should be organized within the same
similarity group. For example, (a) represents one of the trials from high similarity
group in color naming square task.

@HN NEEE =

The eight colors in (a) were paired in the way of Table 3-13, and each of the pair
should come from the high similarity group. The ones in (a) are black-gray,
yellow-red, gray-red, and yellow- gray, and all the pairs are over 3 points. To maintain
the sound similarity within each trial, all the colors of the trial were supposed to keep
high phonological similarity, and should avoid making any two of the sounds among a
trial form low similarity in pair. Such as heil in the first pair, huil in third, and hong?2
in second and yellow in forth, any pair of their similarity is at least 3 points, which
leads to keep the whole trial in a phonologically similar status. In the color naming
test, there were another nine trials organized in the same way of (a), and then each of
the trials was reversed to have another ten trials in high similarity relation. In total,
there were 20 trials of high phonological similarity for subjects to name the colors of
colored squares in each strip. The following (b) is one of the other trials with less
phonological similarity.

(b)) L] W N m

In trial (b), there are also four pairs of color squares which are from low

similarity group, such as the pairs of green-white, yellow-purple, green-yellow, and
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orange-green. The scores of these pairs are 1 point in similarity, and any two colors of
the cross-pairs should not exceed 2 points ideally. Even though the colors white and
orange in (b) do not belong to the pair of low similarity, they do not reach at
high-similarity level, either. With the goal to maintain the low similarity in sounding
within the whole trial, any two of the color carriers should avoid the sound relation
forming high similarity pair. There were also ten strips designed as trials of low
similarity, and they were also reversed to act as the other ten trials in the naming test.
There were twenty trials in total of low similarity.

Therefore, there were 40 trials in this naming task. Twenty of them were the ones
of high similarity, and the other twenty trials were of low similarity. The actual trials
recruited n te color naning est epresent n @pendix 1.

As to the procedure, subjects first saw a star mark in the center of the screen for
2 seconds, which hints the coming stimulus. When the colored trial showed up, from
left to right, subjects had to name the colors for each square serially. The answer span
was set 10,000 ms, and subjects needed to name all the colors without correcting
backwards within this time limit. After naming all the squares, subjects needed to
press the response button to have their response time record in computer as well as to
activate the next trial. During the naming test, all the sound responses which subjects
provided were collected with a SONY-IC recorder for later transcription and error
analysis. We used E-Prime 2.0 as experiment software to design the whole
experiments through this study, and to record the response time that subjects spent on
each trial. After subjects finished a trial, in this study, they had to press the response
key (SPACE button on keyboard) immediately, so that could help record the
answering span precisely. In order to make subjects familiar with the whole procedure
and get ready with the experimental equipments, we designed a practice session for

them to get practice until they could complete each trial on their own.
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3.1.3.2 Task 2: Color Reading Test

In color reading test, color terms were presented as visual stimuli at this phase.
We asked subjects to read the character in the screen. All the characters were shown in
color black, and as in the naming test, each trial was provided eight color terms with
the manner of pairing. For the sake of counterbalanced, the color terms in reading test
were substituted for the corresponding color carriers in naming test. The four lexical
pairs should be attributed to the same similarity group, as in (c) and (d).

(c) FBIK &40 REL ==K

‘Heil-huil huang2-hong2 huil-hong2 huang2-huil’

‘Black-gray yellow-red gray-red yellow-gray’

(d) $kH =5 Skes R4k

‘LU4-bai2 huang2-zi3 lu4-huang2 cheng2-1u4’

‘Green-white yellow-purple green-yellow orange-green’
Trial (c), which the colors of squares in (a) correspond to, was set to test the pairs
from high similarity group, and subjects needed to read the character they saw, not to
name the color of it. All the color pairs were in homogeneity of high similarity, and
any two of terms in a trial should avoid being in low similarity relation, designed as
the same way in color naming test. Trial (d) is the case of low similarity in
phonological relation. All the pairs were paired in less similarity, and were avoided
any two colors of the trial from forming phonological relation of high similarity.

All the trials were designed in the same way as those in the color naming test,
but shown in color terms. Subjects would first saw a star marker in the center of the
screen for two seconds, four color pairs followed up, and had endured for 20,000 ms
for subjects to read the trial. There were twenty trials which were designed for high
phonological group, and the other twenty were in low similarity relation. All the trials

in this session are displayed in appendix 1.
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During this reading test, both the sound sample and the response temporal data
were record by SONY-IC recorder and computer respectively. E-prime helped to
collect and record the span between the start of the trial and the SPACE pressing
which put answering to an end. Practice session was also recruited to have subjects

get ready to complete the trials before experiment.

3.1.3.3 Task 3: Stroop Naming Test

A character can carry two semantic ideas about color at the same time: the
messages from the color term (literal information) and its ink color (visual
information). Most of the time, we don’t need to name the colors of the term when
reading word. Stroop’s technique provided a phonological competition in mind for
subjects to ignore the effect of reading intentionally, and to name the colors of the
serial colored carriers instead. In this study, we adopted Stroop’s experiment, and we
substituted the Chinese color terms for the original ones. In order to know better
whether phonological similarity is facilitation or inhibition in lexical processing, we
still divided the color pairs into high, medium, and low similarity groups, as the
former naming and reading test.

In the Stroop naming test, color terms are again to be the visual stimuli,
including the ten colors as recruited in former tests. Howerer, subjects were asked not
to read the color terms in a trial, but to name the colors of the characters serially. The
color pairs as well as their order in each trial of previous naming and reading tests
were kept in this session, but the ink color of each character was incompatible with
the term referred to. Both the colors in a pair were exchanged their ink color, so each
color of a term pair was the other term referred to. The visual terms, whose color is
always inconsistent, were displayed in the same manner as in previous tests, but the

sequence of the trials was random in order to avoid practice effect from the first
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naming task to this session. Take (e) and (f) as samples, whose carriers are the same in

(c) and (d):
(@) B &4 W1 Er

‘Heil-huil huang2-hong2 huil-hong2 huang2-huil’

‘Black-gray yellow-red gray-red yellow-gray’
VELCE =% K

‘LU4-bai2 huang2-zi3 lU4-huang2 cheng2-1u4’
‘Green-white yellow-purple green-yellow orange-green’

The four lexical pairs in (e) are the ones with high phonological similarity on
literal representation. However, the ink colors of each pair were exchanged. In each
pair, the color of first carrier is indicated by the other term. For example, the color of
the first term in “black-gray” is assigned to be gray, and the second one is assigned
black by the first term. The remaining three pairs of a trial were organized in the same
manner. In (f), the lexical pairs were in low phonological relation. The way of the
term and their color representation was the same with (e). The pair “yellow-purple”
was painted in purple for the first and in yellow for the other term. The total amount
of the trials in this session is the same with the previous tests. There were twenty trials
with phonological relation, and the other twenty were in less relation of phonological
similarity. All the trials in this session are displayed in appendix 1.

Before entering the experiment, subjects have to take exercise phase, and they
should not only get familiar with the procedure but also know that visual color was
the most concerned in this section, rather than the terms. All of the procedure was
repeated as the former tests, subject would first gaze at the star mark for 2000 ms, and
the trial showed up in the fallowing 20 seconds. They had to name the color for each

of the pair within the time limit. They were asked to press the response key right after
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they finished answering, or the star hint of the next trial would show up automatically
to inform subjects the coming trial. Their naming response and their reacting time

were also recorded in the same way at this phase.

3.1.3.4 Task 4: Homophonous Naming Task

From above visual tasks, we would like to know how the sound similarity and
visual representation induced effect on lexical process, which would reflect on the
speech errors and the response time. In this section, we recruited a set of homophones
as a substitution for color terms. Homophonous Stroop naming test was designed to
take homophones instead of color terms to observe whether the lexical process would
be similar to that for color terms. With regard to the test material, the target colors
were still the same with previous experiments. The colors included red, orange, brown,
yellow, green, blue, purple, gray, white, and black again, but the visual stimuli were
represented as the corresponding homophones of those colors. The organization and
order of stimuli was the same with Stroop naming test. In order to make sure that
every aspect kept similar, except for the semantic domain, when we used
homophonous characters as visual stimuli, we had to control the frequency of the
characters to have them persuasible to replace for the color terms. Even though it is
impossible to find the homophones sharing the same frequency with their
corresponding colors, we could find a set of homophones whose distribution and
correlation of word frequency was similar to those among color terms. The following

Table 3-15 is the homophones of color terms and their character frequency in Chinese.
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Table 3-15. Word Frequency of Color Terms and Corresponding Homophones

Color Term &L s & = &k B = K S|
Meaning red brown orange yellow green blue purple gray white  black
Frequency3 503 11 11 367 200 168 30 116 661 437
Homophone At 2= # g2 & i Kk i | %
IPA xon35  tsop55  ts"en35 xwap35  lybl  lan35  tsi2l  xwej55  white  xej55
Frequency 23 3 1 ** 10 10 6 3 661 106

** indicates there is no data or information

Table 3-15 shows each word frequency for each color term in Chinese. The
number indicates the specific times which the word appears in language. The most
frequent is white (N=661), and follows red (N=503), black (N=437), yellow (N=367),
green (N=200), blue (N=168), gray (N=116), purple (N=30), brown (N=11), and
orange (N=11). The words in lower row are the corresponding homophones and their

frequency. These are some missing statistics in the homophone candidates. For
example, [xwan35] is one of the case that there is no other characters, except for “&",

having frequency statistics in the Sinica Corpus. With an ad hot approach, we choose
“E (experor)” as a corresponding homophone, because it is the most transparent
literally in reading task among all the candidates. Another missing data is the
homophone of color white “FH [paj35].” In Chinese, there is not any character which
owns the same tonal syllable. To maintain the whole trial in a homophonous condition,
we still recruited the term white again in this homophonous naming task.

However, it seems impossible to find a set of homophonous words with
absolutely the same frequency. With regard to keep frequency balanced both among
the color terms and their homophones, we needed to have these frequency statistics

from Sinica Corpus (2005) to pass the examining of correlations test. We had to

® The frequency data were quoted from Cheng, Huang, Lo & Tsai (2005) “Word List with
Accumulated Word Frequency in Sinica Corpus.”
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examine the frequency relation among the homophones we had used to compare with
the relation among the color terms, so that we could make sure that frequency bias
would induce little influence in naming test. Table 3-16 shows the correlation test
between color terms and their homophonous counterparts.

Table 3-16. The Frequency Correlation between Color and Homophone

Descriptive Statistics Mean Std. Deviation N
Color term 175.75 178.65 8
Homophone 8.00 7.48 7
Correlations Color term Homophone

Color term Pearson Correlation 1 961"

Sig. (2-tailed) .001

Homophone Pearson Correlation 96" 1

Sig. (2-tailed) .001

**_Correlation is significant at the 0.01 level (2-tailed).

From Table 3-16, the mean scores of the two variables are 175.75 and 8.0
respectively, while the ones of standard deviation are 178.65 and 7.48 respectively.
The Pearson correlation is .96 (p<.05), which reaches to the level of significance. That
is to say, the frequency distribution among the color terms correlates the distribution
among the homophones positively and significantly (r=.961, p<.05).

The correlation examination shows that the homophone carriers keeps the
character frequency balanced with color terms. The trial designs in Stroop’s naming
test were repeated in homophonous naming task, except for the homophones in Table

3-15 which were substituted for the original color stimuli, as shown in sampler trials

(9) and (h).
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(o) ME B BR B

The sampler (g) was used in Stroop’s naming test, and (h) is the corresponding
trial in the homophonous Stroop’s naming task. All the lexical pairs in (h) were
replaced by the homophones in Table 3-15, and the visual colors were arranged in the
same order with (g). Of the trial in (g), the color pair “XE: [xej55 lan35]”
(black-blue) was replaced with homophonous pair “IEEH.” Their visual colors were
painted in blue for the former and black for the other respectively. The other pairs
orange-purple, green-black, and yellow-blue were replaced in the same manner, as
shown in (h). The other phonological trials of this experiment are displayed in
appendix 1.

During this phase, there was nothing different from Stroop’s task to name the
color of lexical, except for the homophone stimuli. After the gazing at star mark for
two seconds, subjects were asked to name the phonological pairs for each trial, and
then pressed the response key to have their answers as well as reacting span be
recorded. The total response time was limited within 20000 ms, and the next trial

would show up automatically.

3.1.4 General Procedure and Data Analysis for Task 1 ~ 4

At the beginning of the testing phase, subjects could saw a star mark in the center
of the screen for 2000 ms, which reminded subjects to get ready for the coming trial.
Then the visual stimulus was displayed, and subjects were asked to name the visual
color for each of the carriers. During the answering period, the SONY-IC recorder
was set aside to collect the answers which subjects provided. After finishing

answering, they had to push the response button on the serial response box to record
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the reaction time as well as to initiate the next trial. When answering a trial, subjects
were asked to gaze at a single carrier and process them serially and one by one. It was
prohibited to change, skip, reverse, or omit the processing order of carriers in a single
trial. The above is a general course for completing a trial. As to the amount of trials, in
experiment 1 and 2, forty trials were designed in color square naming test. Twenty of
them were composed of the ones with high phonological similarity, and the others
were of the ones with low phonological similarity. In the following term reading test
and Stroop’s naming test, the same trials in the former test were applied again to
different goals of individual tasks. Therefore, there were also 40 trials in term naming
test, and so are in color reading test, Stroop’s haming test and homophonous naming
test. In total, 160 trials were displayed to 22 subjects, 3,520 trials could be collected in
experiment 1 and 2. That is to say, there were 28,160 tokens could be thought to be
generated (8 carriers in each trial). All of the errors will be graded and judged in terms
of phonological similarity, and the phonological relation between target and error will
be analyzed and counted for later discussion. Three types of the relationship between
target and error were concerned in the two experiments, such as phonological errors,
semantic errors, and mixed errors. Regarding to the phonological and mixed errors
(both are phonologically related errors), six types of phonologically structural
relations were analyzed for them, such as the structures of onset, vowel, rhyme,
syllable, tone, and tonal syllable.

E-prime (a program for experiment design and operation) helped us to record the
response time (RT) that subjects had done for trials. The response span among the
four tests will be compared, and the temporal patterns would be compared to the

pattern of speech errors in the following discussion.
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3.2. Task 5: Shared Units Naming Task

By means of evidence in speech error, we want to know whether phonological
units could imply significant effect, and what structural representations would play
important role during word encoding. In this section, we also performed a naming
experiment, but the visual stimuli were not color terms any longer. We designed some
phonological groups of word lists, which shared certain kind of phonological
structures with the color, to substitute for color terms.

In order to find a set of words to replace for the terms and to avoid the word
frequency effect meanwhile, we had to choose the corresponding characters according
to their frequency distribution from the *“Word List with Accumulated Word
Frequency in Sinica Corpus.” The shared unit task was designed to examine the issue
of planning unit in word production. According to the phonological structure in
Chinese syllable, we had six kinds of units to organize for the shared unit test in this
study, which included onset, vowel, rhyme, bare syllable, bare tone, and tonal syllable
(syllable + tone). The following will divided into six parts to describe the word
designs of these structural representations. In order to look into how the segments are
encoded into a phonological structure and how they interact within sound competition
in visual perception, we excluded the factor of syllable structure in present study,
though it is still important on the issue of the syllable unit in speech production to be
chunk or schema.

3.2.1. Shared Unit: Onset

As reviewed in previous literature chapter, onset seems to be more likely to slip
than non-initial ones (Dell & Juliano & Govindjee 1993). In this section, we would
like to design a set of words which only share the part of onset with the color terms to
substitute for the original visual terms. Table 3-17 lists the corresponding characters

as well as their word frequencies, and their correlation analysis is given in Table 3-18.
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Table 3-17. Word list of onset sharing

Color Term &L I & B &k B = Bk =|
IPA xon35  tsop55  ts"en35 xwap35  ly51  lan35  tsi2l  xwej55 paj2l  xej55
Meaning red brown orange yellow green blue purple gray white black
Frequency 503 11 11 367 200 168 30 116 661 437
Onset Sharing z £ (E4 L2 Wi 15 S i 1 il
IPA Xu55 tsaj2l  ts"i21  xwej21  [u35  law55  tsu35  xwo5l pu2l xu35
Meaning sudden control  luxury  destroy  stove  scoop soldier trouble cram pot
Frequency 76 29 1 65 38 23 8 45 109 65

In Table 3-17, the lower row is the words that share the onset part with the
corresponding color terms in upper row, as well as their respective frequency data.
Take the color red [xon35] as example, “7Z. [xu55]” is a word which shares only the
onset segment [x]. Other aspects such as vowel, coda, tone and its phonological
structure don’t overlap with those in the target term. Another example is the color
green [ly51], in the case of the open syllable. We took the word "f&” [Iu35] as the
corresponding one because it shares the onset segment, without overlapping vowel
and its tone. As to the compatibility of word frequency among the chosen characters,
we examine their correlation with those of color terms by means of correlation test.

The mean scores of the two variables are 2.50 and 46.0 respectively, while the
scores of standard deviation are 228.86 and 33.09 respectively. The Pearson
correlation is .948 (p<.05), which reaches to the level of significance. It appears that
the frequency distribution among the color terms correlates the distribution among the
onset carriers positively and significantly (r=.948, p<.05).

Therefore, we adopted the words in Table 3-17 to substitute for the color terms
of the naming test. For the actual stimuli design, we used the same sequence of the
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color trials in the former experiments into this phase, but two different rationales were
applied in the design of this section. First, we don’t need to pair those color carriers as
disyllable words. The eight characters were represented independently within a trial.
Second, after arranging the characters, we painted them in the target color of the
carrier, instead of painting the term in another color in previous tests. For example,
the following trial (i) is one of the samples in this unit sharing test and we painted the
carriers in their target colors, while (c’) is the trial from the color reading test and
characters were painted as the term indicated. We arranged the target colors in the

same way as in (c’) for the colors of trial (i).

() BRESEDRRIR
[xej55 xwej55 xwan35 xon35 xwej55 xon35 xwan35 xwej55]

‘Black gray yellow red gray red yellow gray’
() B

[xu35 xwo51 xwej21 xu55 xwo51 xu55 xwej21 xwo51]

‘Pot trouble destroy sudden trouble sudden destroy trouble’

Trial (c’) and (i) were painted in the same colors for each of the positions. We
didn’t pair them into four phonological words as in (c). The visual color sequence of
(i) was black, gray, yellow, red, gray, red, yellow, and gray. The color sequence not
only accorded to the color terms in (c’), but also applied to the shared unit carriers of
(iy—pot (7%), trouble (#f#), destroy (%), sudden (%), trouble (), sudden (%),
destroy (£%), and trouble ().

Subjects still had to name the colors of those carriers, instead of reading the
carrier words. There were 20 trials in total in this onset sharing section. All of the

trials (20 in total) came from the former naming and reading experiments, but we
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didn’t reverse them to have another twenty. Among them, ten trials were recruited
from the phonological group of high similarity, while the other ten came from the
group of low similarity. In addition, the amount and target colors of trials in the
following vowel sharing, rhyme sharing, syllable sharing, tone sharing, and tonal
syllable sharing tests were organized in the same way. The differences among these
unit sharing tests were not only the sharing structures, but also the individual set of
word carriers for each unit.

In this shared unit naming task, we wanted to compare the naming precision and
the speed of naming among the phonological units. In this part, we would like to
know whether the shared unit, onset part, induced any effect on lexical processing and

the pattern of speech errors as well as the amount.

3.2.2. Shared Unit: Vowel

Vowel is the center part in a syllable, and syllable in Chinese doesn’t exist
without vowel segment. Vowel seems to be the essential material for syllable
constituting. Table 3-18 is the set of words which were used to replace for the color

terms. The substituting words and color terms contrast for single vowel.

Table 3-18. Word list of vowel sharing

Color Term &L s & = &k 5 £ K S
IPA X035  tsopn55  ts"en35  xwap35  ly51  lan35  tsi2l  xwej55  paj2l xej55
Meaning red brown orange yellow green blue purple gray white black
Frequency 503 1 1 367 200 168 30 116 661 437
Onset Sharing 1) ] B & R % e il 53 *x
IPA kow21  p"ow21 fan51 kaw51 ¢y35  ts'a55 si51 b fan21 b
Meaning dog dissect excite sue slow wipe explain ** contrary **
Frequency 380 3 2 116 94 75 18 * 629 b

** indicates no data.
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Take color blue as a sample, the vowel of its surface form is [a], and we found a
corresponding carrier which was vowel sharing, “#2% [ts"a55]” (wipe). Vowel sharing

should exclude the involvement of rhyme. For example, the rhyme of color brown is

[on], and we avoided a corresponding carrier which shared vowel as well as coda,
except for open syllable of green and purple. The character “&| [p"ow21]” (dissect)

was a rather proper candidate to substitute for brown, because it only shared the
vowel [o], rather than the whole rhyme. In this set of wordlist, we noticed there are
two gaps because there are no proper correspondences to replace for the color gray
and black in Chinese. To keep the whole shared unit naming task balanced in trial
designing and effective for later analysis, we still kept the gap filled with original gray
and black to make the target colors of trials in this section the same with the ones in
the other shared unit sections. Therefore, in this vowel test, we still used “}x” (gray)
and “E2” (black) in trials. Through correlation test of word frequency between color
terms and vowel sharing carriers, the mean scores of the two variables are 2.50 and
1.64 respectively, while the scores of standard deviation are 228.86 and 224.08
respectively. The Pearson correlation is .940 (p<.05), which reaches to the level of
significance. It shows that the frequency distribution among the color terms correlates
the distribution among the vowel carriers positively and significantly (r=.940, p<.05).

Through the examination of significance, we adopted the word list in Table 3-18 to be
the vowel carriers for their corresponding colors. The sequence of target colors was
the same as in the former color reading test. Besides, we didn’t pair the carriers within
trials, as represented in onset test. The following (d’) and (j) are the sample trials in

this section.
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(R 3-8 § & & § °
[ly51 paj35 xwan35 tsi21 ly51 xwan35 ts"en35 ly51]
‘Green white yellow purple green yellow orange green’

[cy35 fan21 kaw51 si51 ¢y35 kaw51 fon51 ¢y35]

‘Slow contrary sue explain slow sue excite slow’

The vowel carriers of (j) were one of the trials which were used to compare the
performance of the colors in (d’). As to such case, the color sequence in both trials
was green, black, yellow, purple, green, yellow, orange, and green. This visual color
sequence was applied to the vowel carriers in (j), such as #f xu2 (in green), )z fan3
(in black), %5 gao4 (in yellow), & shi4 (in purple), & xu2 (in green), &5 gao4 (in
yellow), # fend (in orange), & xu2 (in green). The other trials of vowel can be

seen in appendix 2. In this part, we would like to know whether the shared unit, vowel

part, induced any effect on lexical processing and the distribution of speech errors.

3.2.3. Shared Unit: Rhyme

Rhyme composes of nucleus and coda in a syllable. In Chinese, both V and VC
structure are patterns of rhyme, which constitute open and closed syllable respectively.
For some trials in shared unit test, we recruited a series of character carriers which
shared the part of rhyme to be the substitution of color terms in naming task. Table

3-19 displays the wordlist of rhyme sharing characters.
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Table 3-19. Wordlist of rhyme sharing

Color Term &L B ) B &k B £ K =
IPA xon35  tson55  tsten35 xwap35s  ly51 lan35  tsi21  xwej55 paj2l1  xej55
Meaning red brown  orange yellow green blue  purple  gray white  black
Frequency 503 1 1 367 200 168 30 116 661 437
Onset Sharing £ #t = jet Sl A e tH N5: A
IPA ton55  kon2l xen55 tan51  tey51  san21  si55 pej51 xaj21  lejbl
Meaning winter arch henry trip distance  flash  idiotic  prepare sea tired
Frequency 342 3 3 167 119 81 14 70 613 233

For example, “F [san21]” (flash) is one of the candidates which shares the part
of rhyme [an] with the term lan2 (blue). Another case is the term with open syllable.
In vowel sharing section, color green and purple are the cases of open syllable, but
they also attribute to the case of rhyme structure. Therefore, for rhyme sharing, we

still had to recruit other carriers to replace for open syllable colors, such as “fE
[tey51]” (distance) and “J&E [si55]” (idiotic) in Table 3-19.

As to the frequency distribution among carriers, we examined the frequency
correlation between color terms and rhyme sharing carriers.
The mean scores of the two variables are 2.50 and 1.65 respectively, while the scores
of standard deviation are 228.86 and 191.53 respectively. The Pearson correlation
IS .949 (p<.05), which reaches to the level of significance. It shows that the frequency
distribution among the color terms correlates the distribution among the rhyme
sharing carriers positively and significantly (r=.949, p<.05).

With the significance in the bi-tailed correlation test, we recruited the carriers in
Table 3-19 to serve as color substitution. The basic trials were kept the same with the

ones in former sharing units, except for the replacing carriers.
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(€) s =S
[xej55 xwej55 xwan35 xon35 xwej55 xon35 xwan35 xwej55]

‘Black gray yellow red gray red yellow gray’
(k) FRETORGTRLG
[lej51 pej51 than51 ton55 pej51 tons5 t"an51 pej5l]

“Tired prepare trip winter prepare winter trip prepare’

Trial (k) is the corresponding one for trial (c’) in this rhyme task. All of the
carriers in trial (k) shared the rhyme part with the colors in (c’). For instance, color
gray in Chinese is pronounced as [xwej55], and its corresponding carrier “{%”
(prepare) is [pej51]. They shared the part of rhyme. The target colors that were
applied to (k) were the ones in (c’). Subjects needed to name the ink colors painted for
the carriers in (k), and, that is, the color terms in (c’) was the answers to trial (k). The
trials of color terms, such as (c’), were sometimes intervened into the shared unit
naming phase, but the main concern of this phase is the performance in speech error

and reacting span for the unit sharing trials, such as (k).

3.2.4. Shared Unit: Bare Syllable

When the tone is excluded from the sharing part, we can say that the word pair
shares the bare syllable. In this naming section, we recruited a set of characters which
share the part of bare syllable to be the carriers for colors. Table 3-20 displays the set

of carriers as well as their word frequency.
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Table 3-20. Wordlist of sharing bare syllable

Color Term &L B ) B &k B £ K =
IPA xon35  tson55  tsten35 xwap35s  ly51 lan35  tsi21  xwej55 paj2l1  xej55
Meaning red brown  orange yellow green blue  purple  gray white  black
Frequency 503 11 11 367 200 168 30 116 661 437
Onset Sharing i3 s iz T 5 = % il it o
IPA xon2l  tson51  tsten21 xwap55  ly35 lan21  tsi55  xwej35 paj51 *x
Meaning uproar dur:gleing showoff  flurry  donkey  view  nourish  circle lose i
Frequency 34 1 1 26 24 17 1 3 123 **

The words in Table 3-20 are the candidates that share the bare syllable with
colors. For instance, the word “#E [xwej35]” (circle) shares the part of the whole
syllable except for tone with color gray [xwej55]. Therefore, we call that the color and
the carrier share the unit of bare syllable. However, there is a lexical gap for the
counterpart of color black “Z2 [xej55]” in Chinese. We can not find any word for
color black that only shares bare syllable without tone. Since the missing slot existed,
we still had to examine the frequency correlation by means of bi-tailed correlation
test.

The bi-tailed correlation between color terms and their corresponding carriers
achieved the level of significance. The mean scores of the two variables are 2.50 and
2.56 respectively, while the scores of standard deviation are 2.29 and 3.87
respectively. The Pearson correlation is .878 (p<.05), which slightly reaches to the
level of significance, although the set of words were the most closed to the value
of .001 level with post hoc checking from database. It shows that the frequency
distribution among the color terms still correlates the distribution among the bare
syllable carriers positively and significantly (r=.878, p<.05).

It seems that the carriers in 3-20 might be the proper ones for color replacement

so far. In order to strike a balance with former tasks, except for the carriers, the color

arrangement and the target colors within each trial were kept the same with previous
63



tasks. Trial (I), varied from (d’), an example of this part.

() RAEERBREER
[ly51 paj35 xwan35 tsi21 ly51 xwan35 ts"an35 ly51]

‘Green white yellow purple green yellow orange green’

(1) MEETEANE AN
[ly51 paj35 xwan35 tsi21 ly51 xwan35 ts"en35 ly51]

‘Donkey lose flurry nourish donkey flurry show off donkey’

The carriers in trials (d’) and (l) shared the phonological part of the whole bare
syllable. In this wordlist, we would like to recruit a set of words which had not any
semantic relation but shared the same syllable in this experiment. For example, color
green in Chinese shares the same bare syllable with the word “Eg [ly35]” (donkey).
They both shared the part of syllable [ly]. Subjects were asked to name the ink colors
painted for the carriers in (1), and, that is, the color terms in (d’) was the answers to
trial (1). The trials of color terms, regular mapping such as in (d’), were sometimes
intervened into the ones during this shared unit naming phase, but the main concern of
this phase is the performance in speech error and reacting span for the unit sharing

trials, such as the colors and carriers in (I).

3.2.5. Shared Unit: Bare Tone
Tone is the use of pitch in language to distinguish lexical or grammatical
meaning, although tone plays little role in modern Chinese grammar. In Chinese, tone

includes four lexical tones (one level tone and three contour tones) and a nurture tone.
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For example, “/Z [wu55]” (house), [wu35] ” (nothing), "7 [wu21]” (five), and
“Z% [wu51]” (fog) are the ones which share everything in syllable except for their
tones, and those tones lead to meaningful contrast. Even though tone is not a phoneme,
it acts phonemically. In this tone sharing section, we hired a set of words which share

nothing in syllable but the lexical tone. Table 3-21 is the wordlist of the carriers which

share lexical tone with colors as well as their frequencies.

Table 3-21. Wordlist of sharing tone

Color Term &L R & £ &k (5 = TR H
IPA xon35  tson55 - tsten35  xwap35  ly51 lan35  tsi2l  xwej55 paj2l  xej55
Meaning red brown  orange  yellow  green blue  purple gray white  black
Frequency 503 1 1 367 200 168 30 116 661 437
Onset Sharing e El] 0 N M & 5 = ) =
IPA i35 ky  tsow55 fan35  paj51 tsu35 phu2l  t"an55  ts"'u55 US55
Meaning leave harsh  ~ surname any lose foot  universal  greedy frst house
Frequency 349 2 1 220 123 102 13 60 616 270

The carriers in Table 3-21 are the candidates which were substituted for the color
terms. Each of them shares only lexical tone with their corresponding color. Take the
carrier “/Z [wub55]” (house) as an example, the target color is black “E2 [xej55].” In
terms of the syllable structure and segment, they only share the level tone 55. To

strike a balance between the syllable structure and the following examination of word
frequency, “& [tsi21]” (purple) and “i% [p"u21]” (unverial) share not only the tone

21, but also the phonological structure CV. Even though phonological syllable could
be a possible unit for planning, we still chose to ignore and focused on the control of

the word frequency. The other candidates were not the cases of sharing syllable
structure. Even though “f& [ts"an]” (orange) and the intended substitution “#J

[tsow55]” (surname in Chinese) are both attributed to general CVC structure, CVC
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and CVN were not precisely the same in terms of syllable pattern.

The bi-tailed correlation between color terms and their corresponding carriers
achieved the level of significance. The mean scores of the two variables are 2.50 and
1.76 respectively, while the scores of standard deviation are 228.86 and 195.07
respectively. The Pearson correlation is .971 (p<0.05), which reaches to the level of
significance. It shows that the frequency distribution among the color terms still
correlates the distribution among the lexical tone carriers positively and significantly
(r=.971, p<.05).

With the significance in the bi-tailed correlation test, we could make sure the
carriers in Table 3-21 could be the substitution for color terms in this section. The
carrier trials and the sequence of the carriers were kept the same with the previous
sections, except for the replacing carriers. Trial (m) is one of the trials displayed

below as a sample.

(€') RETRLBLZI
[xej55 xwej55 xwan35 xon35 xwej55 xon35 xwan35 xwej55]

‘Black gray yellow red gray red yellow gray’
(m) BE7RERNR
[wu55 t"an55 fan35 i35 t"an55 1i35 fan35 t"an55]

‘House greedy any leave greedy leave any greedy’

In this section, each trial was arranged in a sequence of eight carriers. The visual

words in trial (m) share the lexical tone with the corresponding colors in (c’). For
example, “& [wub55]” (house) shares the tone with “E2 [xej55]” (black), “& [t

an55]” (greedy) shares the level tone with “fk [xwej55]” (gray), “FL [fan35]”
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(universal) shares the tone 35with “& [xwan35]” (yellow), and “& [li35]” (leave)

shares the tone 35 with “4[. [xwon35]” (red). Subjects still had to name the colors of
those carriers, instead of reading the carrier words. There were 20 trials in total in this
tone sharing section. Among them, ten trials were again recruited from the
phonological group of high similarity, while the other ten came from the group of low
similarity. We would like to mainly concern whether tone is really separable and
independent from syllable in phonological representation or lexical mode, as

mentioned in the work of J. Y. Chen (2002).

3.2.6. Shared Unit: Tonal Syllable

When two words share the whole syllable (tone included), except for their
meaning, we call the word pair is in homophonous relation. In this study, orthography
was also needed to be taken into consideration. We used a set of characters which
shared the whole syllable with colors, and asked subjects, again, to name the colors of
the carriers, rather than reading the term. It seems similar that we did in the former
Homophonous Stroop’s Task, but we varied some of the ways in this shared unit
section. First, all the carriers were not paired in a trial. They were arranged in a
sequential way. We asked subjects to name the colors as reading a sentence without
pause. Second, most of the carriers were painted in their target colors, such as the
carrier “& [ly51]” (consider) was painted in green ([ly51] in Chinese). However,
subjects were not informed that the homophones indicated the corresponding colors,
and they still focused on naming colors. The set of homophonous carriers was

displayed in Table 3-22.
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Table 3-22. Wordlist of sharing tonal syllable

Color Term &L R 53 £ &k (5 = TR H
IPA xon35  tsop55  tsten35  xwap35 ly51 lan35  tsi2l  xwej55 paj2l1  xej55
Meaning Red brown  orange yellow green blue  purple gray white  black
Frequency 503 1 1 367 200 168 30 116 661 437
Onset Sharing i B2 # g it Tl F i ) I
IPA xon35  tson55  tsten35 xwap35s  ly51 lan35  tsi2l  xwej55 paj21  xej55
Meaning 23 3 1 *x 10 10 6 3 403 106
Frequency t £2 & 2 &, il a i (H) e

** indicates there is no data or information

Most of the carriers were the same with the ones used in Homophonous Stroop’s
Task, so was their frequency correlation test. However, the lacking corresponding
homophones of the color white “F [paj35]” was substituted by “7 [paj21]”
(hundred), which without sharing tone, in this shared unit section. It seems to be the
last resort to use “F” to replace for color white, because there was no other bare
syllable sharing words with compatible frequency. To keep the balance among all the
shared unit tests, we still had to recruit “& [paj21]” (hundred) to be the counterpart
of “9 [paj35]” (white). Therefore, we used a character “F5 [paj21]” in the unit
sharing test, even though their tones do not share the same one. The result of the
frequency correlation test between color terms and the homophones (syllable + tone)
shows that the bi-tailed correlation between color terms and their corresponding
carriers achieved the level of significance. The mean scores of the two variables are
2.50 and 38.11 respectively, while the scores of standard deviation are 228.86 and
62.96 respectively. The Pearson correlation is .834 (p<.05), which slightly reaches to
the level of significance. It shows that the frequency distribution among the color
terms still correlates the distribution among the tonal syllable-sharing carriers
positively and significantly (r=.834, p<.05).
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The trials in this word sharing were generally the same with former
homophonous naming task. The first difference is that we put the carriers in a
sequential way, rather than in pairs. The other is that we used “F5 [paj21]” (hundred)
to substituted for color “f9 [paj35]” (white) in this section, while we didn’t recruit
another characters to replace for white. In this tonal syllable-sharing test, we would
like to put a visual difference between color term and the visual character to cause the
linguistic competition, so we had to seek for another carrier to avoid the sound
overlapping. In this section, we had 20 trials for subjects to name the color of the

visual carriers.

3.2.7. General Procedure of Shared Unit Naming Task

Another 20 subjects participated in the experiment 3. Before this naming phase,
subjects were asked to recognize the substituting characters. All of the subjects were
checked that each pronunciation of the carriers can be recognized and uttered
correctly, so the subjects were allowed to initiate the experiment. At the beginning of
the testing phase, subjects could saw a star mark in the center of the screen for 2000
ms, which reminded subjects to focus on the coming trial. Then the visual stimulus
was displayed, and subjects were asked to name the visual color for each of the
carriers without time limit. During the answering period, the SONY-IC recorder was
set aside to collect the answers which subjects provided. After finishing the naming,
they had to push the response button on the serial response box to record the reaction
time for single trial as well as to initiate next trial. When answering a trial, subjects
were asked to look attentively at a single carrier and process them serially and one by
one. It was prohibited to change, skip, reverse, or omit the processing order of carriers
in a single trial. The above is a complete course for answering one trial. In shared unit
naming task, there were six types of phonological unit tested, such as onset, vowel,
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rhyme, syllable, tone, and tonal syllable. Each of the target unit was designed 20 trials,
which were recruited from the previous color naming task. Among the trials, 10
belonged to high group of phonological similarity, and the other trials were adopted
from the low group. Therefore, for each of the subjects, they had to answer 20 trials
for each of shared unit section, which means that there were 120 trials in total
presented in those six sections of shared units. Twenty subjects were recruited in this
experiment. That is to say, there were 2400 trials to be observed, and 19200 tokens
(visual carriers) in total to be tested and analyzed.

After the experiment, all the sound files were transcribed, and the speech errors
were detected and collected for later analysis. The criteria of error detection, record
and categorization were the same with the previous experimentl and 2. Three types of
the relationship between target and error were also concerned in this shared unit test,
such as phonological errors, semantic errors, and mixed errors. Regarding to the
phonological and mixed errors (both errors are phonologically related), six types of
phonologically structural relations were analyzed, such as onset, vowel, rhyme,
syllable, tone, and tonal syllable. The phonological similarity of speech was also
graded in this section.

E-prime served to help record the response time that subjects had done for trials.
The response span among the six groups of shared united will be compared, and the
temporal pattern would be compared to the pattern of speech errors for further

discussion.
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Chapter 4

Results and Discussions

From above five experiments, we have recruited 22 subjects in color naming,
reading, Stroop naming, and homophonous naming test; another 20 subjects joined in
shared unit test. As a result, we have collected 1,056 speech errors in total. In color
naming test (Test 1), we have collected 96 speech errors; in color reading test (Test 2),
there were 78 errors observed; in Stroop color naming test (Test 3), 257 speech errors
were generated in this section. In homophonous naming test (Test4), there were 249
speech errors produced. In shared united test (Test 5), there were 376 speech errors
being detected. The influence of independent factor, phonological similarity and
phonological units, on the number of speech errors and response time will be
discussed in the following sections.

The organization of this chapter appears as follows. The structure of lexical
errors and reaction times among the tests will be compared and discussed in 4.1, and
the role of phonological similarity and the modalities among color naming, reading, as
well as Stroop naming tasks will be discussed in 4.1, too. Under independent factor of
phonological similarity, we would like to examine the previous linguistic effects in
chapter 2 and their relation to the number of speech errors and temporal data. As to
the factor of phonological unit, such as initial, rhyme, syllable structure, tone,
phonotactic constraint, will be analyzed and discussed in 4.2. As to the shared unit test,
the issue on the possible units in lexical encoding will be examined and discussed in
section 4.3.

4.1. The Structure of Speech error and Reaction Time: Task 1 ~ Task 4
In this study, 22 subjects participated in test 1 to test 4. There were 40 trials in

respective tests, and 8 visual words were filled in each trial. In the following part, we
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will divide two portions: trial error frequency and error number. Trial error frequency,
shown as “Trial F” in the following, indicates the error number that subjects made in
those 40 trials of each test. The trial error number will be counted in high and low
phonological similarity trials respectively. After data collecting, we can get several
target-error pairs from each test, and we need to grade scores of phonological
similarity for each pair. Then we can get the outcomes of high, medium, and low
numbers in terms of phonological similarity, shown as “Error N” in the following. For
example, in a trial from high phonological similarity group, subjects made four errors
in this trial. The Trial F will be counted 4 in the high group and O in low group.
Among these errors, we could get four target-error pairs. In terms of phonological
criteria in table 3-2, one of them could be attributed to high phonological similarity
group, another to medium group, and the others to low group. Therefore, in the
column of Error N, we will mark 1 in high group, 1 in medium group, and 2 in low
group. All the counts will be shown in percentage as well. Table 4-1 appears the
structure of these speech errors in the four tests among the 22 subjects.

Table 4-1. The Structure of Speech Errors (N=680)

Test 1 Test 2 Test 3 Test 4
Speech Errors Total
Counts % Counts % Counts % Counts %

Trial F High 52 54.2% 52 66.7% 152 59.1% 118 474% 374
(N=680) Low 44 45.8% 26 33.3% 105 40.9% 131 52.6% 306
High 37 38.5% 45 57.7% 150 58.4% 116 46.6% 348

Error N
Medium 16 38.5% 12 15.4% 10 3.9% 17 6.8% 55

(N=680)
Low 43 44.8% 21 26.9% 97 37.7% 116 46.6% 277
Phonological Effect 2.40 2.79 2.72 2.44 2.59

We have collected 680 errors among the four tests. With regard to Trial F, we
observed that subjects produced 374 errors in the 20 trials of high phonological

similarity, and 306 errors of low similarity. Except for test 4, the trials of high
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phonological similarity came up more speech errors (52:44 in test 1; 52:26 in test 2;
152:105 in test 3). Test 4 appears the opposite pattern. The trial of low phonological
similarity brought out more speech errors (118:131 in test 4).

The phonological effect is the average score of the phonological similarity of the
target-error pairs we collected in Error N. The average of the four naming and reading
tests is 2.59. It would give us an anchor point that phonological effect for one of the
tests to the average. In color naming test, the phonological effect is 2.40, 2.44 in
homophonous naming test, 2.72 in Stroop naming test, and 2.79 in color reading test.
It seems that the phonological effect weighs the heaviest in color reading task, and
then Stroop naming task follows. On the other hand, it weighs the least in color
naming test, and then the second least seems to be in homophonous naming test. It
appears not only that phonological relation between target and error among the four
tests might be different, but also that there might be different degrees of phonological
dependency for respective visual tasks.

As to Error N, we graded the error pairs and divided them into three groups
according to their phonological similarity. It seems that the pairs tend to be with high
or low phonological similarity (625 in total), and there were only 55 pairs in between.

Some samples are elicited in the following (1-4):

(1) xon35 -=> xwan35

4L (red) > = (yellow)

Example (1) is classified as a lexical error with high phonological similarity. The
criteria on grading the similarity is based on table 3-2. The score of phonological
relation between xong2 (red) and xuang2 (yellow) is 5 points, since they share

syllable number, syllable structure (CGVN in deep structure), initial [x], 35 tone, and
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nasal coda [n]. This is a typical example of a speech error with semantic and high

phonological relation in the case. There were 266 errors observed in this study.

(2) 1Iy51 > xej55

%t (green) > (black)

Example (2) is of a lexical substitution with less phonological relation. Between
104 (green) and xeil (black), they only share the characteristic of syllable number.
This case could be attributed to a pure lexical semantic error because color terms in
Chinese could be used in monosyllabic form, as used in the experiments. Sharing
syllable number seems to be an absolute result in this study. Therefore, we can
categorize this kind of error as a pure semantic error. There are 187 errors in total

which can be attributed to this case.

(3) xwan35 -> pa35

= (yellow) > # (to pull out)

Example (3) is attributed to the case of pure phonological error. Between the
target and error, there is no semantic relation. As to the error unit between them, they
only share tone, and the parts of syllable are substituted. There are just three errors

involving syllable occur among the tests.

(4) xe55 > lan35

(black) > & (orchid)

Example (4) is a case which shares no semantic relation, and less phonological
similarity (except for syllable number). There are 173 errors of this case, but it is quiet

unusual to have such high proportion (25.44%) of this semantic-phonological
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irrelevant case.

Test 2 and 3 shows that the number of pairs with high similarity exceeds the
number of low similarity pairs (45:21 in test 2; 150:97 in test 3). In test 4, the
numbers of the two groups tend to be equal (116:116 in test 4), while in test 1, the
number of low similarity pair exceeds the number of high pair (37:43 in test 1). It is
still vague to judge the phonological effect in error generating by error distribution.

From error distribution, it seems that the trails with high phonological similarity
tended to induce more speech errors, and subjects tended to produce errors with
phonological similarity. We need to put them under crosstab test to examine whether

subjects have similar pattern in each test.

Table 4-2. Homogeneity of Proportions Among Subjects in Each Test

. 2 Sig.
Chi-Square N X df (Pearson)
Trial F 96 25.60 20 179
Testl ————
Error N 80 34.19 20 .025*
Trial F 78 32.22 18 .021*
Test2 ———
Error N 66 30.66 18 .032*
Trial F 257 52.42 21 .000**
Test3 ——m——
Error N 247 59.97 21 .000**
Trial F 249 30.38 20 .064
Test4 ——m——
Error N 232 36.24 21 .021*

Note: *, ** are significant at the .05 and .01 levels respectively.

According to the chi-square test in table 4-2, we notice that Trial Fs in test 1 and
test 4 pass the homogeneity test, which tells us that subjects have congruous pattern of
error distribution when reacting to test trials. In test 1, after chi-square test, the error
frequency of the trials among subjects doesn’t reach at significance level (x*=25.6,
df=20, p>.05), while the Error N is significant at .05 level (x*=34.19, df=20, p<.05).

The result seems to be concordant with homophonous naming test. In test 4, it appears
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that Trial F among subjects doesn’t reach at significance level (x?=30.38, df=20,
p>.05), but the Error N is significant at .05 level (x*=36.24, df=21, p<.05). In square
naming task and homophonous naming task, it seems that subjects might be sensitive
to the phonological similarity of trials, but the target-error pairs didn’t show
congruous phonological distribution among subjects. In test 2 and 3, subjects showed
a different pattern on Trial F and Error N. The Trial F and Error N in test 2 among
subjects are significant (Trial F: x’=32.22, df=18, p<.05; Error N: x*=30.66, df=18,
p<.05), and so as in test 3 (Trial F: x?=52.42, df=21, p<.01; Error N: x’=59.97, df=21,
p<.05). The results show that, in color reading and Stroop naming tests, subjects’ trial
error frequencies were of difference as to phonological similarity of trials, and their
speech errors didn’t tend to appear similar pattern of high or low phonological
similarity. It seems that phonological similarity did not cause apparent the same effect
on each subject.

In order to know whether phonological similarity would cause subjects to react
differently among the four tasks, we applied one-way ANOVA to examine the trial F

distribution, as shown in table 4-3.

Table 4-3. One-Way ANOVA for Phonological Similarity and Trial Frequency

Trial ) df Levene .
£ F ratio Mean — SD - Sig.
requency Between  Within Levene  Sig.

Test 1 2.18 1.88

Test 2 1.77 214
—— 1476 ——— 3 172 ———— 1113 0.000 .000**
Test 3 5.84 5.52

Test 4 5.66 4.29

Note: *, ** are significant at the .05 and .01 levels respectively.

With regard to the part of phonological similarity and Trial F, because the F-ratio

(14.76) we computed exceeds the value of F (2.67) *, we reject the null hypothesis and

* F value refers to the n, degrees of freedom (for greater mean square).
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accept the scientific hypothesis that different phonological similarity differently
affected the error frequency of trials that subjects made. It also shows that different
phonological similarity would cause different Trial F among the four tasks [F(3,
172)=14.76, p<.01]. Table 4-4 brings out the post-hoc test (Scfeffe’s post-hoc) and
shows that test 1 (M=2.18, SD=1.88) and test 3 (M=5.84, SD=5.52) are significant
at .01 level, and so do test 1 (M=2.18, SD=1.88) and test 4 (M=5.66, SD=4.29).
Besides, test 2 (M=1.77, SD=2.14) and test 3 (M=5.84, SD=5.52) achieve at .01 level,
and so do test 1 (M=2.18, SD=1.88) and test 4 (M=5.66, SD=4.29). However, the
pairs of “test 1 x test 2” and “test 3 x test 4” don’t reach to the .05 significant level.

Table 4-4. Post-hoc Analysis for Table 4-3 (Scfeffe)

Test 1 Test 2 Test 3 Test 4

Post-hog Pafre Mean Mean Mean Mean Sig.
Test 1 x Test 2 2.18 1.77 .968
Test 1 x Test3 2.18 5.84 .000**
Test 1 x Test 4 2.18 5.66 .000**
Test2 x Test 3 1.77 5.84 .000**
Test2 x Test 4 1.77 5.66 .000**
Test 3 x Test 4 5.84 5.66 997

Note: *, ** are significant at the .05 and .01 levels respectively.

According to one-way ANOVA statistics, it appears that Trial F distribution in
naming task (test 1) differs from Stroop naming task (test 3), and it also differs from
the pattern in homophonous naming task (test 4). Besides, the Trial F pattern in
reading task also differs from the patterns in Stroop naming and homophonous
naming tasks.

However, naming task didn’t show difference from reading task (test 2), which
implies that techniques of color naming and term reading would not cause different

phonological sensitivity for subjects. Stroop naming task and homophonous task also
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show congruous pattern in their Trial F distribution. However, the above results imply
that subjects always show different phonological sensitivity to deal with the trials
from they were in naming and reading tasks when stimuli come with visual
competition (test 3 and 4).

Since the phonological information of trials appears to affect error frequency for

subjects, we further looked into the phonological relation of errors with their targets.

Table 4-5. One-Way ANOVA for Phonological Similarity and Error Number

Error ) df Levene .
Numb F ratio Mean — SD - Sig.
umber Between Within Levene  Sig.
Test 1 1.82 1.80
Test 2 1.50 1.98
—————— 1556 3 172 12395  .000  .000**
Test 3 5.61 5.49
Test4 5.27 4.14

Note: *, ** are significant at the .05 and .01 levels respectively.

Table 4-5 was computed from one-way ANOVA test. Because the F-ratio (15.56)
we computed exceeds the value of F (2.67), we could reject the null hypothesis and
accept the scientific hypothesis that different phonological similarity caused
phonological influence on the errors that subjects made. It also shows that different
phonological similarity would induce different error numbers among the four tasks
[F(3, 172)=15.56, p<.01]. Table 4-6 brings out the post-hoc test (Scfeffe’s post-hoc).
The result shows that the pair of test 1 (M=1.82, SD=1.80) and test 3 (M=5.61,
SD=5.49) is significant at .01 level, and so does the pair of test 1 (M=1.82, SD=1.80)
and test 4 (M=5.27, SD=4.14). Besides, the pair of test 2 (M=1.50, SD=1.98) and test
3 (M=5.61, SD=5.49) achieves at .01 level, and so does the pair of test 1 (M=1.82,
SD=1.80) and test 4 (M=5.27, SD=4.14). However, the pairs of “test 1 x test 2” and

“test 3 x test 4” don’t reach to the .05 significant level.
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Table 4-6. Post-hoc Analysis for Table 4-5 (Scfeffe)

Post-hoc Pairs 'll\'/?st 1 Test 2 Test 3 Test 4 Sig.
ean Mean Mean Mean
Test 1 x Test 2 1.82 1.50 .983
Test 1 x Test 3 1.82 5.61 .000**
Test 1 x Test 4 1.82 5.27 .000**
Test 2 x Test 3 1.50 5.61 .000**
Test 2 x Test 4 1.50 5.27 .000**
Test 3 x Test 4 5.61 5.27 979

Note: *, ** are significant at the .05 and .01 levels respectively.

Based on the result of one-way ANOVA, phonological similarity seems to induce
different error distribution among tests. First, it seems that the error numbers in square
naming test turned out to be different from Stroop naming and homophonous naming
tests, but the error number distribution in Stroop naming test and homophonous
naming test didn’t show difference. Second, error numbers in reading test, Stroop
naming test and homophonous naming test reached to the level of significant
difference.

The computed result accords to the one of Trial F in table 4-3 and 4-4. Naming
task didn’t show much difference from reading task, and the pair of Stroop naming
and homophonous naming tests did not, either. On the other hand, when visual
competition comes out, the Error N appears different pattern from the one in square
naming or term reading tasks. Based on the results of Trial F and Error N,
phonological similarity appears to induce diverse patterns of error frequency and
phonological relation between target and error when we cross-compared the four tests.
Besides speech error, subject’s reaction time (abbreviated as RT in the following) to
each trial was also concerned in this study. The RT in individual tests was recorded

and logged by E-prime experimental software. RT in this study refers to the time span
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that started from showing of single trial and ended in pushing the key to finish a trial.
Therefore, the time span would include subject’s answering, repetition, re-correcting,
and halting during a trial. Table 4-7 is the one-way ANOVA to examine whether
phonological similarity would affect subjects’ react time among the four tests, which
helps us know that phonological similarity could cause difference RT pattern in

respective tests.

Table 4-7. Homogeneity of RTs Among Subjects in Each Test (one-way ANOVA)

RT Test 1 Test 2 Test 3 Test4 Average
High Group 5384.94 3724.34 6565.01 6183.85 5464.53
Low Group 5619.85 3559.03 6674.17 6419.07 5568.03

Average 5502.39 3641.69 6619.59 6301.46 5516.28

df Levene
RT F ratio Mean SD Sig.
Between  Within Levene Sig.

H 580 H 1237.38

Test 1 1.10 1 94 1.95 A7 .32
L  6.06 L 1354.04
H 372 H 77722

Test 2 49 1 42 .26 .61* .50
L 3.56 L 841.77
H 657 H 1087.77

Test 3 A1 1 42 .01 91* 75
L  6.67 L 1126.08
H 6.18 H 1103.68

Test 4 42 1 42 1.08 31* .52
L 642 L 1304.52

Note: *, ** are significant at the .05 and .01 levels respectively.

According to the result in table 4-7, we noticed that the F ratios among the tests
(1.10 intest 1; .49 in test 2; .11 in test 3; .42 in test 4) do not exceed the F values (3.96
in test 1; 4.07 in test 2 ~ 4). Therefore, we could not reject the null hypothesis, and we
cannot accept the scientific hypothesis that phonological similarity influence subject’s

reaction time in these tests, either. Furthermore, the values of significance in these
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tests do not achieve at .05 levels. It seems that, for subjects in each test, phonological
similarity did not cause significant difference in RTs. On the other hand, the result
seems to accord to the Stroop’s work (1935) that term reading is processed faster than
color naming.

Since we cannot infer that phonological similarity would cause effect in RT
among subjects, we can see it still caused difference when we compared the four tests

in pairs. The results are shown in table 4-8 and 4-9.

Table 4-8. One-Way ANOVA for Phonological Similarity and RT in Tests

df Levene

RT Fratio ~ Mean SD Sig.
Between  Within Levene Sig.
Test 1 5.47 1060.27
Test 2 3.64 805.01
71.13 3 172 —— 2.083 .104*  .000**
Test 3 6.62 1095.54
Test 4 6.30 1200.06

After comparing the tests in pairs, we notice that the F radio is 71.13, which
farther exceeds the F value 2.67, and it also pass Levene’s homogeneity test. We could
reject the null hypothesis and accept the scientific hypothesis that phonological
similarity caused significant difference for the four tests [F(3, 172)=71.13, p<.01].
Table 4-9 provides the Scfeffe’s post-hoc examination for the test pairs. If we
compare the test with visual competition to another test without it, it appears that test
3 (M= 6.62, SD= 1095.54) and test 1 (M=5.47, SD=1060.27) are of significant
difference, and so is the pair of test 3 and test 2 (M=3.64, SD=805.01). Besides, the
pair of test 4 (M=6.30, SD=1200.06) and test 1 achieves at significant difference, and
the pair of test 4 and test 2 does, too. Phonological similarity seems to induce
different patterns of RT in Stroop naming and square naming tests, Stroop naming and

term reading tests, homophonous naming and square naming tests, homophonous
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naming and term reading tests.

On the other hand, if we compare the pairs which are both without visual
competition (testl and 2) or with visual competition (test 3 and 4), we could get
opposite results. Test 1 (M=5.47, SD=1060.27) and test 2 (M=3.64, SD=805.01) are
significantly different, while test 3 (M=6.62, SD=1095.54) and 4 (M=6.30,
SD=1200.06) do not show significant difference. That is to say that phonological
similarity induced effect between naming test and reading test, but it did not induce

significant effect between Stroop naming test and homophonous naming test.

Table 4-9. Post-hoc Analysis for Table 4-8 (Scfeffe)

Post-hoc Pairs Testl ~ Test2 — Test3  Test4 N
Mean Mean Mean  Mean 9.

Test 1 * Test 2 5.47 3.64 .000**
Test 1 * Test 3 5.47 6.62 .000**
Test 1 * Test 4 5.47 6.30 .004**
Test 2 * Test 3 3.64 6.62 .000**
Test 2 * Test 4 3.64 6.30 .000**
Test 3 * Test 4 6.62 6.30 .57

Based on the results of table 4-7 and 4-8, within individual test, phonological
similarity could not induce significant difference in RT. If we compare RT data among
the tests in pairs, it appears that phonological similarity caused significant difference
according to the tasks which subjects took.

When we crossed-compare the results in table 4-2 (Trial F and Error N
distribution) and table 4-7 (RT), we could merely see that phonological similarity in
test 1 and 4 caused subjects to induce different distribution in Trial F, which indicates
that subjects might have apparently different error frequency according to the
phonological similarity of trials. The others in Trial F and Error N did not show up

such significant difference, and RTs in the whole four tests did, neither. It seems the
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phonological effect did not affect extensively within single test.

On the other hand, if we crossed-compare the results in table 4-3 (Trial F
distribution), table 4-5 (Error N distribution) and table 4-8 (RT), phonological
similarity seems to induce significantly different distribution in Trial F, Error N, and
RT among the four tests. Phonological similarity might cause above factors to act
differently according to the visual task which was assigned to subjects. Later, we will
have a discussion on the phonological effect within and between the visual tasks
respectively, and on the relation from phonological effect to the factors of Trial F,

Error N, and RT in the following section.

4.2. Phonological Effect on Lexical Encoding
4.2.1 Within Task

According to the computed results of table 4-2 and 4-7, except for the Trial F in
test 1 and test 4, we noticed that the controlled factor of phonological similarity did
not induce significant difference in Trial F, Error N, and RT distribution within
respective test. With regard to Trial F, subjects showed phonological sensitivity to the
trials in square naming test and homophonous naming test. In naming test, subjects
tended to make speech errors to the trials with high phonological similarity; however,
in homophonous naming test, they tended to make errors towards trials with less
phonological similarity. They did not show apparently different error frequency in the
other tests, so we could not say that phonological similarity brought out stable and
apparent effect for subjects within each test. It seems that phonological similarity
would not serve as a main effect for subjects to encode color terms when they were
assigned to a certain visual task.

From the Trial F among the tests, we found that Stroop naming test induced the
most speech errors (N=257), homophonous naming test follows (N=249) and term
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reading test was the least (N=78). It seems that test 3 and 4 induced apparently more
speech errors than test 1 and 2. It appears that when visual color began to compete
with literal information, subjects might produce more speech errors than just naming
or reading. Even though phonological effect emerges only in test 1 and test 4, we still
could not ensure whether subjects might induce more errors to the trials with more of
less phonological similarity. With regard to Error N, we could not find out any
tendency that subjects would produce errors with high phonological similarity
because the computed statistics in table 4-2 did not show significant difference in
Error N among the four tests. Phonological similarity did not induce a clear
phonological effect when subjects produced speech errors. On the other hand, the
statistics on RT within the four tests still could not show that trials with high or low
phonological similarity would lead subjects to have apparent difference in processing
speed. The above results reveal a fact that subjects would not have a consistent
response and error patterns when phonological factor was controlled in certain task. It
seems that phonological information might not be the only factor to be processed

during lexical encoding.

4.2.2 Between Tasks

If we take the four tasks into consideration at the same time, according to the
computed results in table 4-3, 4-5, and 4-8, we could see that, the controlled factor
caused subjects to reacted differently to trials with phonological similarity (Trial F
and RT), as well as their error production (Error N) when we cross-compared the four
tasks. There would be different phonological dependency according to the visual task
to which they were assigned.

With regard to the Trial F, Error N, and RT among the four tasks, phonological
factor seems to induce effect when subjects were under different visual tasks. Even
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though there is less phonological effect within each test, the effect appears more when
the four tasks are compared. If we compared either naming or reading test to Stroop
naming or homophonous naming test, subjects showed different Trial F distribution
between each pair. The result implies that if the literal information interfered in
naming mechanism, subjects showed more phonological effect than just naming or
reading terms. The possible reason could be that naming or reading reflects more
close to facts in our lexical process in life, the effects from individual linguistic levels
could be balanced. The effects from linguistic levels would still be balanced in Stroop
naming and homophonous naming, but their entire strength of phonological effect in
lexical network might be higher than the strength in naming or reading task, which
could serve as a reason to explain why phonological effects exists when we
crossed-compared the results for these tasks. With a view to the network strength, as
shown in figure 2-6 (Dell & O’Seaghdha, 1991), connectionism provides an extended
explanation that Stroop technique brings more than one extra signals, literal signal
and visual color signal here, into the lexical network. The simulated process of such

lexical network is depicted in figure 4-1.

(@) Literalterm: ®# / x w a n 35 /

Phonology (High)

Visual color:  4[ / x o n 35 /

Literalterm: & / x w a n 35 /

(b)

v
Phonology (Low)
A

Visual color: %% / Iy 51 /




(©

Literalterm: & / x w a n 35 /

Phonology (High)

Visual color: it / x o n 3 /

(d) Literalterm: & / x w a n 35 /

v

Phonology (Low)
A

Visual color: %% / Iy 51 /

Figure 4-1. Simulated lexical network for Stroop technique

Compared with naming or reading process in figure 2-6, the simulated processes
in figure 4-1 were provided to depict the activation strength in the lexical network
when subjects were assigned to take task 3 and 4. The process (a) and (b) indicate the
Stroop naming task, with high or low phonological similarity in trials respectively,
while (c) and (d) simulated the process of homophonous naming task. The entire
network strength is the greatest in (a). The visual color and term are both color
concepts, so they got dual semantic activations from the two channels. Even though
subjects were told to name the colors, the activation from literal term still existed,
which could wrongly attract subjects to read the term and produced speech errors.
Process (b) shows if activations come from dual visual sources with low phonological
similarity, the strength of phonological layer would get decreased, and the strength of

semantic retained for both of them were colors. The strength of whole network
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became less than (a). Homophonous naming test reduced the strength in semantic
layer because the literal term and visual color did not belong to the same semantic
field. However, the strength of activation in phonological layer retained strong
because of high phonological similarity between the dual concepts. The strength in
phonological layer as well as in semantic layer might get declined when the dual
concepts showed little phonological similarity, as depicted in process (d).

According to above statistic results, process (a) and (b) did not show significant
difference in network strength, and process (c) and (d) did not, either. It seems that
reduced strength of phonological layer would not be significant, so there was nearly
little phonological effect within each visual task. However, if we compared the
network in naming or reading task to Stroop naming or homophonous naming task,
the strength in network appears significant difference. The effect of phonological
strength might get greater when visual competition came up, as in (a), (b), (c), and (d).
The dual activations through visual channel at the same time caused phonological
effect to be greater than task 1 and 2, and it also led subjects to produce rather more
speech errors in task 3 and 4. It could help us explain why phonological effect
induced significant difference in Trial F, Error N, and RT between tasks. The extra
strength from more than one input could cause entire activation strength to be more

enhanced and confused for subjects than the strength from single input.

4.2.3 Generation of Speech Errors and RT in Stroop’s Tasks

Connectionist model provides a probability for us to explain how retrieving
errors came out by means of Stroop technique. Dell & O’Seaghdha’s model (1991)
depicted the way which external signals affect the lexical process, as in Figure 2-6. In
their model, external signals could come in from any layer of lexical process, such as
from semantic, word, and phonological layers at the same time, and relevant nodes in
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each linguist representation were ready to be activated. Even though subjects were
asked to focus on specific visual target (color), the literal term also sent external
signals into linguistic layers with the visual color information meanwhile. The mental
process is supposed to be “busier” because subjects should resist the strength of
activation from color term, which is called the “noise” of activation in the lexical
process. The coming out of Stroop errors might be the wrongly activated process and
encoded to the motor generator. The busyness of the lexical network could also
explain why it took much more time for subjects to process trials in task 3 and 4. The
external signals from more than one source coming at the same time could explain the

longer time that subjects spent in processing Stroop technique.

4.3. Linguistic Effects and Speech Errors: Test 1 ~ Test 4

In this section, we will display and discuss the linguistic effects among the color
naming, color reading, Stroop naming, and homophonous naming tests. These effects
include initialness effect, rhyme effect, tone effect, phonotactic regularity effect, and
Stroop effect. Table 4-10 shows the structure of these linguistic effects, and then the
following sections will discuss these effects during lexical process. The total number
of speech errors here is 680 (N=680). The following table displays the phonological
distribution of these linguistic effects among all target-error pairs we collected in the
four tasks. Table 4-11 is the computed result of one-way categorical ANOVA, and its

post-hoc analysis will also be shown in table 4.12.
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Table 4-10. The Counts of Linguistic Effects among All Errors (N=680)

Linguistic Task 1 Task 2 Task 3 Task 4 Total
Effects Count % Count % Count % Count % Count %
Initial 38 39.6% 42 53.9% 94 36.6% 75 30.1% 249  40.0%
Rhyme 8 8.3% 14 18.0% 25 9.7% 17 6.8% 64 10.7%
Prenuclear 5 5.2% 9 11.5% 52 20.2% 28 11.2% 94 12.1%
Vowel 0 0.0% 2 2.6% 5 2.0% 22 8.8% 29 3.3%
Coda 14  14.9% 10 12.8% 41 16.0% 31 12.5% 96 14.0%
Structure 36 37.5% 35 44.9% 137 53.3% 110 44.2% 318 45.0%
Tone 43  44.8% 33 42.3% 113 44.0% 103 41.4% 292 43.1%
Phonotactic 96  100.0% 78 100.0% 257 100.0% 249 100.0% 680 100.0%
Stroop No Data No Data 221 86.0% 189 75.9% 410 81.0%

Table 4-10 provides the result of counts after we analyzed and categorized for all

of the target-error pairs. The data shows the numbers and proportions of these units

that the errors share with their targets. Phonotactic effect is an overwhelming effect

that all the errors follow in all tests, which means subjects never produced a word

whose phonological structure did not exist in their language. Stroop effect seems to be

the secondary effect to affect when there were dual visual representations coming up

at the same time. We need to put above data into statistic examination for further

observation and discussion, as shown in the following.
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Table 4-11. One-way ANOVA Results of Speech Errors

ANOva  Fvalue - Mean Between  Within sP Levene  Sig. 310
Initial 62.25 26.89
Rhyme 16.00 7.07
Prenuclear 23.50 21.49
Vowel 7.25 10.05
Coda 8.22 24.00 8 25 14.54 44.65 .000 .000**
Structure 79.50 51.99
Tone 73.00 40.83
Phonotactic 170.00 96.18
Stroop 205.00 22.63
Total 65.65 12.20

Table 4-12. Post-hoc Analysis for Table 4-11 (Scfeffe)

POPS;}P;)C Rhyme  Prenuclear ~ \Vowel Coda Structure  Tone Phonotactic Stroop
Initial .96 .99 .90 .99 1.00 1.00 .18 12
Rhyme 1.00 1.00 1.00 81 .89 01** .01**

Prenuclear 1.00 1.00 .89 .95 .02* .02*
Vowel 1.00 .68 .78 01** 01**
Coda .90 .95 .02* .02*

Structure 1.00 .39 .23
Tone .30 .18

Phonotactic 1.00

Note: *, ** are significant at the .05 and .01 levels respectively.

According to the computed result in table 4-11, because the F-ratio (8.22)
exceeds the value of F (2.34), we could accept the scientific hypothesis that the counts
of these linguistic effects show significant difference [F(8,25)=8.22, p<.01]. It appears
that these linguistic effects were found to impact error generation differently. The total
mean value among the four tests which one-way ANOVA generated is 65.65, which
provides a basic level to justify what kinds of effects influenced and dominated the

generation of speech errors. It seems that the mean values of tone, structure,
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phonotactic, and Stroop effects exceed the total mean value. These effects are more
prominent than the other linguistic effects, such as the effects of vowel, rhyme,
prenuclear glide, coda, and initial. However, the mean value could not help declare
certain of these effects exist in generation of speech errors or in lexical encoding.
Since we know these effects appear difference among errors, we need to know how
each effect have contract with all the other effects. These effects were compared to see
their difference by means of Scfeffe post-hoc test in table 4-12, and we will go over
all of these linguistic effects in the following and have discussion on their individual

effects in lexical network.

4.3.1. Initialness Effect

According to table 4-10, the total amount of the errors sharing the initial part
with the target is 249, and the occurring frequency among speech errors is 40.03%.
Color reading task induced the most errors which share initial part, whose frequency
reaches to 53.85%. There were about half of errors in reading test which tended to
preserve the initial part, or to retrieve a lexicon which shares the initial. Naming test,
Stroop test, and homophonous test shows that the rate of onset-sharing is between
30% and 40%. As to proportion, it seems to be consistent with the findings of Dell
(1986) that initial is always detectable and salient in phonological structure. With the
account of interactive process model, the salient structure which is already activated
in phonological layer also sends feedback to the nodes of lemma layers, and
sometimes retrieves the inaccurate lexicon with the same initial, as well as the
relevant lexical meaning. However, according to the result of one-way ANOVA in
table 4-11 and 4-12, we noticed that not only that the mean of initialness (mean=62.25)
did not exceed the total mean 65.65, but it did not show any significant difference

with the other effects in the post-hoc result. It means that the errors sharing initial
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with their targets did not achieve to a statistically salient amount. The effect of
initialness might not be as apparent as Dell (1986) mentioned in this study.

As to the phonological similarity, we see that speech errors with high
phonological similarity still rely greatly on the information of syllable initial. The
counts of initialness override the amount of rhyme, vowel, prenuclear glide, and coda
individually. It implies that syllable initial is a rather salient structure among all
phonological structures in lexical process, which not only helps us retrieve target
lexicons correctly, but also retrieve the wrong lexicons with the same onset backwards
from phonological layer. However, the issue of whether initial is a facilitative or an
interfering effect in lexical will be examined and discussed in the section of advance
planning unit. At this phase, we could only assume and infer that initialness would not

induce a salient effect, but induce certain amount, when speech errors are generated.

4.3.2. Rhyme Effect

In the four tasks, the proportion of the errors preserving rhyme comes to 10.71%
(N=680, Rhyme Preserving=64). Comparing rhyme effect to initialness effect, the
percentage of speech errors with rhyme sharing (10.71%) is far less than the
percentage of sharing syllable onset (40.03%). According to the post-hoc result, we
found that the count of rhyme only contrast with the amounts in phonotactics (p=.01)
and Stroop effect (p=.01), but there is no significant difference between rhyme and
any other sub-syllable units, such as initial, vowel, prenuclear glide and tone (p>.05).
Apparently, rhyme effect seems not to impose influence as greatly as initialness.
Rhyme could not be a salient phonological organization which could lead to retrieve a
lexicon sharing the same content of rhyme, especially in such a strong lexical network
of colors.

The issue of content (segments) in rhyme structure seems not to induce abundant
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rhyme sharing errors. The subordinate contents, prenuclear glide, vowel, and coda,
did not show any significant difference in their counts with other possible effects, but
they contrasted with the numbers of phonotactics and Stroop effect significantly, as
rhyme did. Therefore, we could claim that rhyme, including its subordinate contents,
did not show any prominent effect in error generation or lexical encoding. On the
other hand, the effect of structure in rhyme will be involved in the section of

phonological structure.

4.3.3. Tone Effect

The number of the errors sharing tone with targets is 292 in total, which occupies
43.11% of all. The mean value of tone is 73.00, which exceed the value of total mean
65.65. Tone seems to act more prominent than initial with regard to their numbers and
mean values. According to the post-hoc result, the number of tone did not show
apparent difference with other linguistic effects, as the same with initialness. It still
hang us a vague area for us to judge whether effect play a dominant role in lexical
encoding. One thing for certain is that tone effect weighed over the initialness effect
in this study. If the tones in Chinese have equal chance to substitute for each other, the
chance estimate of tone replacement is supposed to be 25%. Then the percentage of
43.11% seems to imply that tone effect affects and dominates the generation of lexical
substitution. We could not deny that this effect exists, but we noticed that tone effect
is rather more significant than initial effect and rhyme effect.

The distribution of error counts seems to tell us that tone might be different from
the structure of phonemes, such as initial and rhyme. The proportion tells us that
initial (53.9%) and rhyme (18%) appear to affect greater on autonomous lexical
process (reading task) than the other tasks, but tone effect appears nearly fair among

the four tasks, within 41% to 45%. It seems that tone is more than a pure phonological
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structure, and it is supposed to be attributed to a larger framework, such as a
phonological organization in lexical structure.
Among the four tests, we could not see any lexical substitution with pure tone

substituting, omitting or addition. All of the substitutions mapped to colors, except for
one tone-sharing case of “xuang [xuan35] * (yellow) which is replaced for “ba [pa35]

(pull)” and could not map to any colors. The exception could not be the evidence of
independent status of tone in Chinese. Since the fact that target tone tends to affect the
lexical retrieval within the same semantic domain, it seems to support the viewpoint
of tone status in the works of Wan & Jaeger (1998) and Wan (2007) that tones are
represented lexical underlyingly and ought to be part of the phonological organization
of the lexicon, rather than the view of phonological frame acted like stress in English,

which was proposed by Chen (1999).

4.3.4. Syllable Structure Effect

The amount of errors sharing phonological structure with targets is 318, which
occupies 45% among all errors. The proportion within individual task is from 37.5%
to 53.3%. The mean value of stricture is 79.5, which exceeds the total mean value
65.65. According to the post-hoc result, there is no significant difference in number
with other possible effects. It means that syllable structure is not necessary
information in lexical encoding, but a salient effect. From the results of proportion
and mean value in one-way ANOVA, it still appears that syllable structure effect
affects and dominates the error generation and lexical encoding.

In order to explain the generation of errors with the same phonological with
targets, as discussed in former section, the selected phonological frame and relevant

nodes would send activating weight backwards to the lexicon layer.
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When a color is processed, the lexical nodes with the same phonological frame as
well as relevant meaning might get ready to be activated at the same time. Then, the
imprecise feedback from phonological layer might have higher probability to retrieve
the lexical nodes with the same phonological frame, which causes the lexical
substitution to occur more frequently with the same phonological structure.

When we look into the percentage of syllable sharing of these speech errors, we
found that the effect of syllable structure affected differently among the four tests. In
naming task, 96 errors were generated, there were 47 cases occurred with syllable
sharing, which occupied 48.96% in task 1. As to reading task, there were 78 errors in
total, and 42 cases were produced to share syllable structure with targets, which took
53.85%. With regard to the Stroop naming task, there were 257 errors in total, and
171 errors, which occupied 66.54%, shared phonological similarity with target color.
In homophonous naming task, there were 249 errors in total, and 143 errors shared
phonological structured, which occupied 57.43%. Except for task 1, the other tasks
induced more than half errors with the same syllable structure of targets. The
computed statistic result of Chi-square test shows that the cases of syllable structure
sharing among the four tasks appears significant difference (x?=11.15, df=3, p<.05).
Therefore, we could claim that Stroop naming task seems to induce a stronger effect
on syllable structure than all the other tasks, and homophonous naming task follows.
The possible reason might be that Stroop naming involves processing visual color and
color term at the same time, and the dual input might lead to a better preparation for
phonological framework in this task before lexical activation. Therefore, the error
would be easily to be encoded with the same syllable structure. Even though there is
no semantic relation between the dual inputs in task 4, phonological structure still
affected the generation of speech errors. In addition, in comparison of task 3 and 4,

we noticed that the effect was quite stronger when dual inputs were in semantic
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relation, as in task 3.
Generally speaking, syllable structure effect apparently exists in lexical process,

especially in the case of Stroop technique.

4.3.5. Phonotactic Regularity Effect

According to the result in table 4-10, none of phonotactic errors were found in
this study. It shows that phonotactic regularity is an absolute effect which affects and
dominates the lexical process. There were no speech errors which violate the
phonological constraint in Mandarin. Dell (1993) proposed that there should be
phonological frame for legitimate sound sequence in phonological representation to
be checked and encoded. To explain this phenomenon, phonological frame might act
like a syllable frame (schema), and only the legal sequence of sounds could be
encoded in an available frame. Since there are no illegitimate frames to map, little
phonological violation could be encoded to phonetic level and produced. After a
lemma is activated in lexical layer, certain phonological frame and relevant
phonological nodes in the phonological layer could be activated meanwhile. That
could be the reason why there were not any phonotactic errors to be generated in these
experiments. A lexical network which is prepared to be activated might let the
relevant lexical and phonological nodes get ready before activation. High
phonological similarity might lead to a neighboring lexical node to be selected
(lexical substitution), but phonological frame could help prevent the activation at

lemma level from forming phonotactic errors during phonological encoding.

4.3.6. Stroop Effect
By means of Stroop technique, we could induce the errors involving visual

representation. We, tentatively, name this type of error after the pioneer’s
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name—*“Stroop error” in this study. In table 4-10, there were 86% of speech errors
produced by reading the term rather than naming the color in task 3, and there were
75.9% of errors by the same way in task 4. The mean value of this effect is 205, which
far exceeds the total mean value 65.65, so this effect seems to be obvious and
dominant in lexical encoding. According to the post-hoc result, we found that number
of Stroop type contrasted significantly with the numbers of rhyme, prenuclear glide,
vowel, and coda.

In order to account for the Stroop errors, we would like to analyze the lexical
process in terms of connectionist model in figure 4-1. In task 3, when the trials
presented, the dual inputs caused the relevant nodes in lexical and phonological layers
to be prepared for activation. It seems to be reasonable that errors came from reading
color terms by accident during naming task, because the wrong visual representation
induced relevant nodes being activated and encoded to the motor program. These
nodes would receive more strength than the nodes beyond the dual inputs. That could
serve to account for why the number of Stroop errors always exceeded producing
other error naming. If the dual inputs were both attributed to color lexicon, as in task 3,
the chance to retrieve the literal term might get a little higher. If there were no
semantic relation, as in task 4, the chance might get decreased slightly. The strength of
the whole network still played a crucial part in generating speech errors and the
chance of Stroop error.

In current study, the classical Stroop technique opens up another window for
lexical processing and linguistics issue. Stroop errors provide a new direction to
explain the generation of speech errors resulting from visual representation. We
always focus on one visual task during lexical processing, but other inputs which is
not intended also come into our sensory channel and make relevant nodes in lexical

network ready to be activated. If there are more similarities in their linguistic
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characteristics, and the strength of lexical network for dual inputs would be stronger.
Therefore, the chance of retrieving the wrong lexicon might get higher.

To sum up, table 4-13 is shown to conclude the above linguistic effects we have
discussed so far.

Table 4-13. Summary of Linguistic Effects

Effects Saliency
Initialness Salient in number
Rhyme No
Vowel No
Tone Salient
Phonotactic Regularity Salient
Syllable Structure Salient
Stroop Effect Salient

4.4. The Structure of Speech error and Reaction Time: Task 5

In order to testify the possible units in lexical process, we conducted shared unit
test and observed their processing speed and error amounts. In this experiment, we
recruited six sets of carriers which share different phonological units with the target
colors, and we asked subjects to name the visual colors instead of reading the
characters. Table 4-14 and figure 4-2 show the results of speech errors and response

time in shared unit test.
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Table 4-14. The Structure of RT and Errors N in Test 5 (N=376)

Shared Units Onset Vowel Rhyme Syllable Tone Syl.+tone  Average

RT 5446.30 543559  5264.84 4970.58 5470.20 4571.08  5193.09
Errors N 70 78 69 57 65 37 62.7
Percentage 18.62% 20.74% 18.35% 15.16% 17.29% 9.84% 376
Response Time
6000
5500 —¢=5446: 5470.20
5000
4500 8
4000
Onset Vowel Rhyme Syllable Tone Syl.+tone
=¢—RT
Speech Errors
100.00
80.00
60.00
40.00
20.00
0.00
Onset  Vowel Rhyme Syllable Tone Syl.+tone
M Errors Times

Figure 4-2. Response Time and Speech Error in Experiment 3

From the reaction time among the units, tone-sharing unit took the most time for
subjects to name the colors (5470.20ms). Onset-sharing unit was similar with
vowel-sharing unit (5446.30 and 5435.59 ms respectively). The response time in
rhyme-sharing unit was faster, the average span is 5264.84 ms. When subjects reacted
to the syllable-sharing trials, the response span fell to 4970.58 ms. The trials whose

color and term was tonal syllable-sharing were processed the fastest among these
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units, which could fasten to 4571.08 ms. In order to examine the target units induced a
facilitation or inhabitation effect in lexical process, we need the statistics to testify
these possible units.

Table 4-15. One-way ANOVA for Error Counts Among Target Units

Df Levene ]
Error N F value Mean — SD - Sig.
Between  Within Levene Sig.
Onset 5.15 3.92
Vowel 4.49 2.14
Rhyme 4.36 2.23
—_— 235 — 5 288 ——— 1251 .000 .041*
Syllable 4.14 1.55
Tone 4.17 2.29
Syl.+tone 3.28 1.67
Total 4.35 2.50

According to the computed result, the F-ratio (2.35) exceeds f value (2.26), and
we could accept the scientific hypothesis that these phonological units could induce
significant difference in error amounts [F (5, 172) = 2.35, p<.05]. The total mean
value is 4.35, the mean of these units exceed 4.35 is onset, vowel, and rhyme, which
indicates that these units induced rather more speech errors. The other units, such as
syllable, bare tone, and tonal syllable, induced less speech errors in this test. We need
to refer these results to the post-hoc test in table 4-16.

Table 4-16. Post-hoc Analysis for table 4-15 (Scfeffe)

Post-hoc Pairs 2.Vowel 3.Rhyme 4.Syllable 5.Tone 6. Syl.+tone

1. Onset 74 .54 .30 .35 .02*
2. Vowel 1.00 .98 .99 .27
3. Rhyme 1.00 1.00 .39
4. Syllable 1.00 .67
5. Tone .65

Note: *, ** are significant at the .05 and .01 levels respectively.

According to the results of post-hoc in table 4-16, we noticed that only the pair
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of onset and tonal syllable were significant different in their error numbers. The other
pairs were of no significant difference. As to the results of table 4-15 and 4-16, the
unit of initial caused the most speech errors among subjects, and the unit of whole
tonal syllable induced the least. Their amounts of speech error achieve to significantly
different level.

Generally speaking, if we compare the amount of speech error among these
possible units, it appears that phonological unit really affects the error amount
significantly. From the point of error amount, we found that tonal syllable could be a
facilitative unit in lexical process, while the unit of initial might be an effect of
inhabitation. From the results of 4-15 and 4-16, it seems that phonological units affect
the process of lexicon, especially when external competition comes in visual channel.

We need to compare the result of error amount to the one of response time in this test.

Table 4-17. One-way ANOVA for RTs Among Target Units

Df Levene )
Error N F value Mean SD - Sig.
Between Within Levene Sig.
Onset 5.60 876.89
Vowel 5.59 927.80
Rhyme 5.38 833.45
- 143 — 5 623165 —  187.90 .000  .000**

Syllable 5.13 940.75
Tone 5.61 922.10
Syl.+tone 4,74 934.07
Total F<221 5.36 956.38

According to 4-17, weighted by the factor of shared phonological units, the data
of response time shows the value of F value is 1.43, and it reaches to the significance
level. We could reject the null hypothesis and accept the scientific hypothesis that
different phonological units caused significant difference of reaction time [F(5,

623165)=1.43, p<.05]. Therefore, the result seems to support the research assumption
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that phonological units might cause facilitation effect or inhibition effect to occur in
lexical process. Compared with the result in table 4-14, we could say that the tonal
syllable-sharing and bare-syllable sharing units could induce the most facilitation in
naming task, while bare tone could not. Table 4-18 shows the post-hoc analysis

among these target units.

Table 4-18. Post-hoc Analysis for table 4-17 (Scfeffe)

Post-hoc Pairs 2.Vowel 3.Rhyme 4.Syllable 5.Tone 6. Syl.+tone

1. Onset .85 .000** .000** .001** .000**
2. Vowel .000** .000** .000** .000**
3. Rhyme .000** .000** .000**
4. Syllable .000** .000**
5. Tone .000**

Note: *, ** are significant at the .05 and .01 levels respectively.

With the computed result in table 4-18, the difference seems to be more
significant than that in error number. Except for the pair of onset and vowel, all of the
other pairs appear significant difference in response time. Therefore, we could provide
a hierarchy of response time (from fast to slow) among these phonological units, as
shown in (1). In addition, we also provide the hierarchy of error number (from few to

many) among these units in (2), based on the result in table 4-14 and 4-15.

(1) RT Cost Hierarchy of Phonological Units:
Tonal syllable < syllable < rhyme < vowel< onset < tone.
(2) Error Number Hierarchy of Phonological Units:

Tonal syllable < syllable < tone < rhyme < vowel < onset.
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Tonal syllable is the unit which subjects processed the fastest and induced the
fewest errors than all the other units. We could state that tonal syllable induced the
most facilitation effect in lexical process. Syllable could be the secondly fastest unit
for subjects to process lexicon as well as the unit to produce penultimatly more speech
errors among these units. From the statistics above, we found that the mean values of
error number and RT were both below the total mean values, and they passed the
significant level of one-way ANOVA in table 4-15 and 4-17. The two units induced
rather fewer speech errors and processed faster than the other phonological units. We
could say that the units of tonal syllable and syllable sharing could be a facilitative
effect in lexical encoding.

Rhyme is the thirdly facilitative unit for subjects to encode a lexicon when dual
input came in visual channel, but it induced speech errors the third more from the last,
which is more than the unit of tone. It seems to be a watershed among these units. In
table 4-15 and 4-17, not only the mean values both exceed individual total mean value,
but both of them passed the statistic examination. It indicated that the rhyme sharing
unit induced more speech errors and more processing time than the average, which
could help to judge that rhyme could be an effect of inhabitation, and rhyme-sharing
could not help subjects to reduce speech errors significantly.

The unit of vowel was processed slower than the unit of rhyme and it also
induced more speech errors than rhyme-sharing trials. The unit of onset was
processed the slowest, and it affected subjects to produce rather more speech errors,
which is only fewer than the unit of tone. The mean values of vowel and onset do not
exceed their total mean values, and it passed the examination of statistics as well, as
shown in table 4-15 and 4-17. The results reveal that onset or vowel sharing units
could be an effect of inhabitation in lexical process.

The unit of tone seems to be a special status in lexical process. In these
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hierarchies, tone produced the thirdly fewer speech errors, but it was the most halting
in RT among all units. It is hard to judge whether tone is a facilitative unit or not from
these hierarchies. However, according to above statistic results in 4-15 and 4-17, we
found the mean value in error count went below the total mean value, but it exceeded
the total mean value of RT the most. It shows that the unit of tone is effective in
reducing the number of speech error, but a kind of inhabitation in processing speed. If
we regard the hierarchy in (1) and (2) as a continuum, the left side is lexicon-like, and
the right side is segment-like. Tone could be attributed to a segment-like unit in error
amount, but it should be regarded as a lexicon-like unit in response time. Tone did not
have any significant facilitation in speed when subjects processed tone-sharing in
trials, but it could generate more precise and correct lexicon than the units of rhyme,
vowel, and onset. Even though tone did not affect as great as the unit of syllable, it
still appears a certain of lexical quality. The possible account is that tone might be a
lexical organization and encoded in phonological representation, not a pure
phonological tone. If it is a phonological tone, the patterns of error number should act
as the phonological units of onset, vowel, and rhyme. Therefore, the status of tone
seems to support the proposal of Wan & Jaeger (1998) and Wan (2007) that tone is a
phonological organization of a lexicon. The following table is the summary among

these phonological units.
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Table 4-19. Summary of Phonological Units

Units Criteria Effect
Error N Inhabitation
Onset o
RT Inhabitation
Error N Inhabitation
Vowel
RT Inhabitation
Error N Inhabitation
Rhyme
RT Inhabitation
Error N Facilitation
Bare Tone
RT Inhabitation
Error N Facilitation
Syllable o
RT Facilitation
Error N Facilitation
Tonal Syllable o
RT Facilitation

4.5. Summary: Reflections on Lexical Process Models

The traditional serial account, such as in Fromkin (1971), single input is the
central issue on lexical process. The input could go on to next linguistic section after
is processed in former linguistic generator. If the process brings out some problems at
certain stage, speech errors will be generated. Serial model provides a reasonable
space for linguistic rules to be operated in individual stages, even if the speech errors
are generated. However, Fromkin’s model is not sufficient enough to explain the
errors form dual external inputs and the way that speech errors are retrieved. The
input of each linguistic department is always from single source, including the first
stage of meaning to be conveyed.

Levelt’s model (1989, 1999) provided serial model a better explanation for the
way that speakers retrieved speech errors, by means of the nodes, links, activation and
spreading within lemma level. The neural-linguistic approach provided a
psychological account for the wrong retrieving. In order to explain the lexical error

with phonological similarity, Levelt’s model explained that nodes with more
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similarities could have higher chance to be altered and activated. Levelt’s model
provided a possible basis for accounting for the dual inputs, such as Stroop technique
in this study, because the external inputs could have competition after they are
activated and spread. The competition could tell us that the target color or speech
error would be generated in the end. However, the model could not have enough
explanation for why color term and homophone could induce significant difference in
error distribution and RT. It is difficult to explain the competition of semantic and
phonological levels occurred in task 3 and 4 without interaction between linguistic
layers, as depicted in figure 4-1.

With a view to the interactive models, Stemberger (1985) proposed that the
linguistic departments should be interactive, and the activation is transported through
units and links. It still lacked sufficient account for the operation of dual inputs during
lexical process.

Connectionist model, especially the model of Dell & O’Seaghdha (1991),
provided enough explanation for dual external inputs. The model also accounted for
the interaction of semantic, lexicon and phonological layers, as shown in figure 4-1,
and the way how task 3 and 4 induced difference in error amount and response time.
Based on the results in linguistic effects and shared unit test, this model still provided
limited space for the reason why certain units induced facilitative effect (tonal syllable,
and syllable), and why errors always share phonological structure and tone with visual
targets. However, this model really helps explain how Stroop effect operates in lexical
network and how it generates speech errors.

It shows that when a certain lexical domain (color in this study) is activated, and
all the lexicon and phonological lines and nodes are prepared to be activated, which
forms a strong network for further lexical processing. Therefore, it is scarce to see any

error occurring without meaningful or phonological relation in this study. Beside
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activation of forward spreading (cascading from lexicon to lexeme layer), backward
spreading (feedback from lexeme to lexicon layer) also works to retrieve
sound-similar color in error generation. With the interactive account, discrete
departments could communicate among layers, so that prominent phonological
information is traceable in color substitution errors. Therefore, we could see that both
semantic and phonological effects are equally crucial in visual tasks. Phonological
effect suggests that when the semantic domain is specified and gets ready for
activation, all the network of relevant semantic nodes, lexicon nodes, and
phonological nodes would get ready at the same time (or maybe gradually). These
relevant nodes form a stronger network before specific activation, and relevant
semantic and phonological nodes are sensitive to be activated. By means of observing
the linguistic effects in speech errors and the shared unit test, it appeared that dual
visual inputs could have co-effect in generating speech errors and encoding speed,
especially within the network between the semantic and phonological layers. The
hierarchies in (1) and (2) show the hierarchies of phonological sensitivity of error
number and RT among these linguistic layers, which means that some of phonological
units could have different sensitivity (or dominance) when lexical encoding in

interactive manner.
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Chapter 5

Conclusion

With the result of speech error and response time, we could respond to the
research questions proposed in charter 2. First, by means of controlling phonological
similarity, the speed of response displayed diverse patterns when we compared these
tasks in pairs, even though the phonological similarity did not induce significant
difference within each task. Dell’s model provided a theoretical basis for dual inputs
and why the results were different when subjects received different visual tasks.

Second, with regard to linguistic effects, we found that Stroop effect, syllable
structure, phonotactic regularity, and tone effects were significant in the generation of
speech errors. These effects seem to impact on the lexical process apparently in these
tests.

Third, concerning the issue of advance planning unit, we concluded that the unit
of tonal syllable and syllable could serve as possible units in lexical planning, while
the units of onset, vowel, and rhyme might be not significant enough to reduce speech
errors or process faster in lexical production.

Fourth, the status of tone seems to be a lexicon-like unit because it did not bring
out any facilitative effect in processing speed but helped reduce the error amount of
speech errors. The possible account is that tone might be a lexical organization and
encoded in phonological representation, not a pure phonological tone.

Fifth, under the visual competition of color term and visual concept, the dual
inputs and the diverse results among different visual tasks seem to support interactive
account of lexical access, because interactive account provides a flexible and
theoretical basis to explain Stroop effect in current study.

For future study, we could combine Stroop technique, and controlling of
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phonological similarity as well as the semantic domain to examine the lexical access
in aphasic speech or in children’s language development. Phonological similarity
might induce different patterns of speech errors and response time in aphasic lexical
network or the one which is developing language. By means of Stroop technique, we
could also extend the domain outside the color, such as naming of number system to
testify operation of processing model. However, we still need more psychological
evidence to distinguish the processes of naming and reading task, even though the
data collected so far could imply the different mechanisms between them. We need
more direct evidence, such as ERP or MEG tests, to help us explain the operation
between linguistic mechanism and the visual tasks.

At the end of this study, we supposed that classical experiment of psychological
technique could provide linguistics more evidence and insights on the interaction
among linguistic representations, as well as the lexical structure in mental process.

Stroop technique is an ideal case to open the cross-field view of linguistics and

psychology.
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Appendix 1: Stimuli Design
Trials design in Task 1

Color Naming Test

Hi[2%4 &2 2 w4 N HEE W |L|%d 3% %% £%| @1 HE NHE
M3 e 4% 2% 1% HEEEE N |L2)% 2% o% 4| 01 NH H BN
HltHtez #2 2% 25| AN BHE W B2y 2 3| MDA EE N
HA|Es 2% 2+e 3 HU HE HH B Ml 1% 2 2| HN H HEE IR
H5|% & &s F9 2k HE NEHIEE |L5FF %8 %3 &Y EEENE Nl
Ho =% 8 %2 =% W HEEEN o g% 3% |0 HEUE N
Hileh A% 2 4 HE BEE HBEE || 38 %% £2| A0 W EE BN
H3[2&= 4 &4 A% HE W HE BN 8|2k %% 4% 2| D H HE EER
Hfts 2% «H ¢ 5|l HE EE[ W D)%y 28 8 £2| 0 HE BN BN
HIO[ %+ At =4 2 HH EHE N [LIOj®% Sk Ef % HEEEEE B
HiljJ%% &% &% #2| 0 HEHE DNE L%k $% %% s HN HHE [N
HIR2[%% % 4% 5| H HE BN B L2 %A %o %4 ¢ % HN H BN N
HI3[% % &= 24 2t B EEEEE|L3E: 2 % 2| H HE ED EER
Hi4[+% 2 A2 +F HHEENE[E L4228 £2 33 4| AN EAE B 0OHE
Hi5(2 ¢ F £4 % HEH BE [L5g% s+ (| DHEN HBE

Hio[% = 24 % + < HHE BN B M [Liofss %9 S % H HIHEN N
Hi7| %4 =% 4 2/ HHE HE BE L7288 5% g3 £ | AH HE B HE
Hi8[t % % A% 2 HE HH N BN [(BF2 F++ 2| AN HEHE N IR
HO[Ers e A2 i HJHE EE N[22 s 2 34 AN NEPE BN
H0[=% %« 4 ¥4 H HHEHEE W [L20/%% g s %+ (0 NHHE OE B
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Trials design in Task 2

Color Reading Test

W o | ] e | | | e | B e |t | M | L | e | | owm | | L | e | b | ow=
Bl R | owe | B[ R ] owm | A e | [ | m | [ ] B [ | owe || 3w | e
ol Bl B P T R N S R - R o 0 G s - e R -
RO I I O A - N T o B T S T P R (OO - S TS - %O BT -
EN RN BRSO IO - S - BT = A - B A T B T -
M | | R e | e | R e | | e | | ow= | P [ | e | s | B | 3d [ 3d
O B I - - BT T - TR BT T I T N RS BTSN (TR T T T
RS EEECR R BEECR TS - S EETCR I EFCQ TS (- S I LY IR O - S T IR R IS

(e — N o < v \O o~ o0 (@) (e
— [@N) o <t v O [ [e%e) N — — — — — — — — — — N
] — — — ] ] ] — — — ] ] ] — — — ] ] ] —
R S TN TR I PO RV U Y I BT NP O R TS T T A U
He [ | AR e [ W e e [ [ H e W e [ ] | e
I I TS DT B B R I VO (T ETCS I PO T I TS NS T BT
RN IS I R B I PO TS [ - I T N T S RETR S N N IO RO BN
ol e | & [ |am] ] |®w]lx |8 e | ]| ]H
ES IR IR [T IO T P IS =T R IR v BT IR [NRN-SN =T I (VOO V.
Rl IR T N RN T ol BT B AT T I NV T =T (S VOl -
O I B I T BRI IC T T N S IRl ' I BT T I I B T 2|

(e — N o < el \O o~ oo (@) o
— [\l o <+ a) O o~ o] (@)} — — — — — — — — — — N
o=l ==l =1 =0 l==1 l=~0 H=~1 l-0 B<= B==0 Be=H =N H==H =0 =N B==H B==1 H=1 H==1 =]
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Trials design in Task 3

Stroop Naming Test

Hl

Ll

e R GHE R
R =352 WiRE

H2

L2

R ATk
5 £
Y R

H3

AL BR s s

L3

H4

Ea RR R e

L4

R

HS

&% e R

LS5

H6

L6

L L
RIS AR s

H7

L7

H8

L8

RS ERRE
TS

H9

L9

H10

L10

RE TR s
E‘;ﬁ wR

HI11

e R v R

L11

A3, r e B
Ly
T AIX AN

HI12

IR Wl A

L12

H13

L13

H14

Wi AR RR a:

L14

H15

L15

H16

L16

H17

R R

L17

HI18

R L S AR

L18

HI19

L19

H20

L20
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Trials design in Task 4

Homophonous Stroop Naming Test

H1

L1

H2

L2

i W

H3

L3

H4

L4

HS

e L

LS5

H6

L6

R R & R

H7

L7

L B R UL

H8

L8

H9

s

L9

iy i 4
iR G R

H10

L T 17

L10

2 Bl U8 RO
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B el B0 s
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RS e a2 e
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Trials design in Task 5

S[]J?qriid Shared Unit Test
H | smomwRam | U O W B
2 | smweenos | L =i W T O
5| smwmmsws | U &8 0T NE OB
Ha SamERwn | U T U9 BB GB
5| cmwawiae | L s W o
T | pmuswmewn | W B %
| aaweiRen | U 28 6 W% BE
w | smummawe | U 6 W BT 88
W | e RR L9 20 85 NE BE
HO | W e R G | L0 S GBS R
H | mESABRASR | U 0% oW 0 ue
D | caBMARSE | L Wz bR oe B
B | wnBRWE®E | L RS 5R OR S8
M| mrRRRANE | U BE 50 BB R
R RS T T m Bl 0s e
W | aRBMSANR | U BE SE 0B BR
0 | mASRAREM | 1S R 05 B8 RS
1y S RE AU RS | D B RE GF BR
HIO AR Li0 W aE B
0| megwmewmim | U Wi Wi W
H2 T S WeE L2 Mg g EE BE
| mmBRWEEE | L 2% 2k R %
W | muRARMGE | U W2 % RR 2R
e || om e | L L
H | Wi mBRWE | 16 P —
| wammiwmes | U R 2 mE B
0| mmamwmEs | LS 2 W WL RN
M| BrRAWEE | L Wi RE WE WR
HIO | i me wem g | L0 o WE WE W
H | s e el | U % m L U
| e g amam | D B OmOE
B | paemeLmy | L M U BR LM
Riyme | 14 | B RS R& Wu | U WY L RA SR
05 | damLimERE | 1S L T L O
Ho | &k R Al | L6 Wi O L
| ammRoews | U WA v BN AR
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HI0 a2l R L10 ik BT AT LB

Hl Bo i o e L1 W) T W

H2 WoE ol Wi L2 &) a8 M R

H3 G OB W an L3 BR & WE R

H4 ”Y) B Bl w0 L4 &0 Br B

Tone H5 s S R B LS R &R M
Ho LA 3 L6 R, R i T

H7 LR LR A L7 BRI e RE

H8 Bl o mn o L8 BA W RE BR

H9 & Bh WE R L9 AR RCRS

H10 o, BiEr W s L10 & W =R R

Hl RIS 20 R 28 L1 LEE-L %

H2 SRR W 2R L2 LER.  AEL 8L

H3 TR nz Bz L3 LLE R L

H4 LEL L3 = L4 i &= L. R L

Tonal H5 SO RS s R L5 = Ll =%
syllsble | Ho M 2R R ORS L6 B2 TR =% 28
H7 ke 08 L L7 W =G e R

H8 LR L8 RS S e R

Hp L. L9 2 RG EG R

H10 SRR WS 2 L10 = R B 28
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Appendix 2:

Overview of Results

Task 1 RT Trial F Error N
High Low High Low High Low
S1 4464.30 4623.55 0 1 0 1
S2 5405.20 5568.00 0 2 0 2
S3 4767.20 4853.35 1 1 1 0
S4 5593.25 5404.60 2 0 2 0
S5 5935.05 5705.50 2 0 1 1
S6 7271.35 7106.90 2 2 2 2
S7 5019.90 5630.50 1 1 1 1
S8 4703.60 5078.90 1 5 1 3
S9 5598.50 5591.75 2 0 1 1
S10 5117.40 4861.70 0 0 0 0
S11 5900.80 6102.75 3 1 2 1
S12 5202.55 4851.30 6 1 6 1
S13 6730.60 7383.30 3 5 0 5
S14 4812.80 4763.00 1 1 1 1
S15 4930.35 5184.35 3 4 3 4
S16 4262.75 3892.15 4 2 5 0
S17 4331.20 4972.45 1 4 0 4
S18 5273.00 5687.05 1 3 0 3
S19 3765.10 3617.25 3 0 2 1
S20 8109.37 8511.30 7 6 7 3
S21 5889.45 5173.65 5 1 1 4
S22 6295.50 6628.05 4 4 1 5
Average 5384.94 5619.85 52.00 44.00 37.00 43.00
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RT Trial F Error N
Task 2
High Low High Low High Low
S1 2940.55 2714.05 1 2 0 1
S2 4039.20 3864.45 0 3 0 2
S3 3826.20 3345.75 4 1 4 1
S4 3653.50 3700.45 0 0 0 0
S5 3144.68 2952.05 1 0 1 0
S6 4791.10 4516.60 2 1 2 1
S7 4483.95 4486.60 3 1 3 1
S8 3157.85 3038.10 7 0 7 0
S9 3111.45 3025.80 1 0 1 0
S10 4652.35 4604.35 0 0 0 0
S11 3403.05 3239.90 1 0 0 1
S12 2898.30 2907.75 1 3 1 3
S13 4019.80 3714.60 2 0 2 0
S14 3125.70 2836.00 4 0 2 0
S15 4331.50 4408.30 1 0 1 0
S16 2737.05 2496.10 6 1 5 0
S17 3729.00 3404.60 5 0 4 0
S18 3933.80 3979.10 0 0 0 0
S19 2452.40 2090.35 3 1 2 0
S20 5343.45 5244.65 7 8 7 7
S21 3294.05 2889.00 3 2 3 2
S22 48066.60 4840.20 0 3 0 2
Average 3724.34 3559.03 52 26 45.00 21.00
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RT Trial F Error N
Task 3
High Low High Low High Low
S1 6110.20 5546.35 6 0 6 0
S2 6703.55 6421.00 8 0 8 0
S3 4756.65 4723.20 2 2 2 2
S4 6260.85 6778.85 0 2 0 2
S5 6700.70 6986.45 4 2 2 2
S6 7306.75 8552.75 2 13 2 13
S7 8151.35 8062.45 13 5 14 4
S8 8506.70 8622.20 5 12 5 12
S9 6035.35 6322.60 5 1 6 0
S10 5985.45 6174.15 3 5 3 5
S11 6738.60 7329.00 2 0 2 0
S12 6405.30 6598.90 3 2 3 2
S13 7240.05 6871.60 8 6 8 5
S14 4801.60 5488.52 1 5 1 5
S15 5386.70 5235.15 4 3 4 3
S16 5603.40 5690.05 5 3 5 1
S17 6259.55 7043.80 6 6 6 6
S18 7005.10 6439.55 11 0 11 0
S19 5050.21 4980.35 7 4 7 4
S20 T728.75 7723.05 10 9 9 9
S21 7284.40 6956.90 27 12 27 10
S22 8409.05 8284.90 20 13 19 12
Average 6565.01 6674.17 152 105 150.00 97.00
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RT Trial F Error N
Task 4
High Low High Low High Low
S1 4740.35 4829.15 0 0 1 1
S2 5304.70 5134.15 1 6 1 6
S3 4584.65 4592.55 2 3 2 3
S4 6768.70 7395.95 4 0 4 0
S5 7142.45 8146.10 10 7 9 6
S6 6689.15 6918.30 5 13 5 12
S7 6946.95 7612.50 1 5 1 5
S8 6734.35 7124.95 5 8 5 7
S9 5651.90 6054.48 7 5 7 4
S10 6147.55 6551.65 2 6 2 6
S11 7239.60 7231.15 1 3 1 2
S12 6674.50 6262.25 15 7 17 5
S13 7760.15 8110.50 4 6 3 4
S14 4592.85 4527.20 1 0 1 0
S15 5293.10 5240.70 10 7 11 5
S16 4730.80 4545.10 5 4 6 1
S17 6154.50 7151.20 5 8 6 7
S18 6328.25 6597.25 2 5 2 4
S19 4839.85 4877.45 0 4 0 4
S20 6784.40 7336.00 13 12 13 11
S21 6302.20 6101.80 12 7 8 9
S22 8633.65 8879.25 13 15 11 14
Average 6183.85 6419.07 118 131 116.00 116.00
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Task § Onset Vowel Rhyme
RT Error N RT Error N RT Error N

S1 5432.15 3 5512.55 3 5017.90 0
S2 4778.25 2 4603.20 2 4580.90 2
S3 4509.40 3 4189.10 0 4234.25 0
S4 6409.20 0 7296.26 0 6194.60 2
S5 6679.00 3 5506.05 1 5979.25 2
S6 6281.15 5 6858.70 8 6417.65 7
S7 5365.55 4 5985.35 4 5780.55 2
S8 5706.05 1 6033.60 5 5018.20 2
S9 5369.70 3 5084.80 3 4846.30 6
S10 5432.90 1 5385.35 0 5391.50 1
S11 5525.11 1 5591.65 0 5206.60 2
S12 5813.60 2 5263.70 3 5116.20 3
S13 6263.25 3 6640.65 7 6215.70 4
S14 4077.65 0 4419.95 3 4523.65 3
S15 4762.90 0 4750.50 2 4723.10 2
S16 4277.85 4 4128.05 3 4470.35 4
S17 5306.95 1 5105.15 3 5220.60 3
S18 6117.50 3 5503.65 2 5054.85 4
S19 3582.75 1 4126.90 1 4033.40 2
S20 7235.05 12 6726.55 5 7270.55 8

Total 5446.30 52.00 5435.59 55.00 5264.84 59.00

Task 5 Tone Bare Syllable Tonal Syllable

RT Error N RT Error N RT Error N

S1 5363.85 2 4435.50 5 3958.30 4
S2 4829.80 1 4605.20 1 4526.25 1
S3 4725.95 4 4043.85 2 3868.50 2
S4 6053.55 1 7287.20 1 6918.05 0
S5 5914.95 0 5252.50 3 4912.75 0
S6 7571.70 8 6369.65 6 5862.40 6
S7 6051.75 6 5048.70 0 4947.40 0
S8 5478.90 0 5210.55 1 4406.15 3
S9 5248.80 4 4418.50 4 3683.45 3
S10 5376.55 0 5169.85 2 4918.00 0
S11 5858.75 2 4574.70 0 4283.70 0
S12 4821.00 1 4606.70 2 4478.85 1
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S13 6268.10 3 5918.10 6 5273.25 0
S14 4273.05 1 4427.25 4 3922.50 2
S15 4938.55 2 4662.75 0 4408.10 0
S16 4470.25 2 3690.80 5 3403.45 2
S17 5378.00 1 4967.15 1 4269.45 1
S18 5409.55 2 5160.35 0 4577.30 0
S19 4066.00 3 3416.25 4 3025.00 1
S20 7304.85 5 6146.05 4 5828.65 3
Total 5470.20 0.00 4970.58 0 4571.08 0.00
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