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Abstract

The discrepancy in the different inventories of Mandarin Chinese classifiers results

from there being no identical and consentient tests to identify Mandarin Chinese

classifiers. Thus, this thesis adopts four linguistic-based tests as norms to identify

Mandarin Chinese classifiers and five Mandarin Chinese classifier categorizations

proposed by representative studies (Chao 1968, Erbaugh 1986, Hu 1993, Huang et. al.

1997 and Malt and Gao 2009) as sources of data in Mandarin Chinese classifier

categorizations.

The data analysis focuses on offering true classifiers in Mandarin Chinese through

re-classifying five Mandarin Chinese classifier categorizations on the basis of four

linguistic-based tests, applying two mathematical methods and using a questionnaire

experiment. Ultimately, true classifiers will be further classified on the basis of their

semantic meanings from the Mandarin Daily Dictionary of Chinese Classifiers

(Huang et. al.) to provide an explicit semantic categorization in a bottom-up form,

rather than a traditional top-down one.



CHAPTER |
INTRODUCTION

Previous studies have provided very different inventories of classifiers in
Mandarin Chinese. The number of Mandarin Chinese classifiers estimated by
previous studies has been given as in variable numbers, for example fifty-one (Chao
1968), one hundred and seventy-three (Huang et. al. 1997), one hundred and
twenty-six (Gao and Malt 2009), four hundred and twenty-seven (Huang & Ahren
2003), two hundred (Hung 1996) and several dozen (Erbaugh 1986, Hu 1993). The
main reason for this drastic discrepancy results from the different standards used in
identifying classifiers.

In the traditional view of Chinese grammar, classifiers are regarded as on a par
with measure words and no distinction is made between classifiers and measure
words. For example, Chao (1968) regards classifiers as ‘individual measure words’ in
A Grammar of Spoken Chinese. Li and Thompson (1981) blend classifiers and
measure words and state that ‘any measure word can be a classifier’. For instance, a
measure word such as bang4 £ can function as a classifier in ‘yil bang4 roud’ —4z

/A]. A detailed explanation is given in Section 2.1.1.



The recent views of classifiers support the differentiation of classifiers and
measure words. Tai and Wang (1990), for example, think that it is desirable and
possible to differentiate classifiers and measure words. Thus, Tai and Wang (1990)
postulate an important semantic distinction between measure words and classifiers:
that the notion of measure words is based on quantification, while that of classifiers
is based on qualification.

Apart from supporting the differentiation of classifiers and measure words, Ahren
and Huang (1996) and Huang and Ahren (2003) propose that classifiers can be
further divided into three subcategories, namely individual -classifiers, kind
classifiers and event classifiers. These three subcategories operate under the classifier
system, which is a particular system of a natural language grammar. The above
concept of three subcategories implies that classifiers seem to be more complicated

and varied.

1.1Motivation and Purpose

Although numerous studies have been conducted on Mandarin Chinese classifiers,
discrepancies can be found in the inventories of the classifiers. The main reason for
the discrepancies results from being no identical and consentient norms to identify
classifiers.

Thus, this thesis will adopt four tests based on linguistic theory mentioned in



Chapter 3 to re-examine five Mandarin Chinese classifier categorizations proposed
by representative studies including Chao (1968), Erbaugh (1986), Hu (1993), Huang
et. al. (1997) and the Gao and Malt (2009), respectively.

The first purpose is to re-classify five Mandarin Chinese classifier categorizations
on the basis of the four norms and offer a solution for use in the classification of
ambiguous classifiers. Although the concept of ambiguous classifiers has been
mentioned by Tai and Wang (1990) and Tai (1992), such a classification for
ambiguous classifiers has not been proposed before.

The next purpose is to offer true classifiers' which are definite classifiers in
Mandarin Chinese through comparing the results of the analysis of five Mandarin
Chinese classifier categorizations, applying two mathematical methods and using a
questionnaire experiment.

The last purpose is to further classify true classifiers on the basis of their semantic
meanings as given in the Mandarin Daily Dictionary of Chinese Classifiers (Huang
et. al 1997) so as to offer an explicit semantic categorization in a bottom-up form,
rather than a traditional top-down one.

1.2 Conventions of the Data
Since the five Mandarin Chinese classifier categorizations are the source of the

data in Mandarin Chinese classifier categorizations in this thesis, many of the

' A name given by this thesis to express some classifiers is ‘precise classifiers’.



examples used herein thus come from these five Mandarin Chinese classifier
categorizations, which include the grammar book (1 ERZEAYSZE) “A Grammar of
Spoken Chinese” edited by Chao (1968), the dictionary ([F|zE H # &= 55 1 )
“Mandarin Daily Dictionary of Chinese Classifiers” edited by Huang et. al. (1997)
and the PhD dissertation of Hu (1993), and two journal papers of Erbaugh (1986)
and of Gao and Malt (2009). Since this thesis focuses on Mandarin Chinese
classifiers, all the data in this thesis are from studies of Mandarin Chinese classifiers.
The tone system used in this thesis is expressed as none for neutral tone, 1 for high
level tone, 2 for high raising tone, 3 for falling raising tone and 4 for high falling
tone.
1.3 Organization of the Thesis

The thesis is organized in the following way. Both traditional views and recent
views of classifiers and measure words will be reviewed in Section 2.1.1 and 2.1.2.
Brief introductions of the five Mandarin Chinese classifier categorizations adopted in
this thesis will be provided in Section 2.2. Next, Chapter 3 presents the four tests
based on linguistic theory tests used in this thesis to re-examine five Mandarin
Chinese classifier categorizations proposed by representative linguists. The notion of
numeral / adjectival stacking will be introduced in Section 3.1. Next, the notion of
de-insertion and ge-substitution will be introduced in Section 3.2 and 3.3, separately.

Section 3.4 provides the notion of yi-multiplier. The data analysis will be discussed



in Chapter 4 with re-classifications of the five Mandarin Chinese classifier

categorizations proposed by representative studies in Section 4.1. The notion and

reason of the emergence of true classifiers will be provided in Section 4.2 and a

semantic categorization of true classifiers in a bottom-up form in Section 4.3. Finally,

Chapter 5 concludes the study by summarizing the the main points of the thesis and

pointing out the implications for future study.



CHAPTER II
LITERATURE REVIEW

Although numerous studies have been conducted on numeral classifiers in
Mandarin Chinese, especially the individual classifiers that are generally called
classifiers in the following chapters in this thesis, the core issues addressed in these
studies have been controversies in the different definitions and standards of
identifying classifiers. In the following, two aspects will be concerned. First,
different definitions of classifiers will be provided. One is the traditional view of
classifiers and measure words proposed by Chao (1968) and by Li and Thompson
(1981), and the other is the more recent one of that proposed by Tai & Wang (1990),
by Tai (1992, 1994) and by Ahren & Huang (1996) and Huang & Ahren (2003), all
of which will be individually discussed. Second, five Mandarin Chinese classifier
categorizations proposed by representative studies will be briefly introduced. Finally,

some remarks for this section will be given.

2.1 Classifiers and Measure Words

2.1.1 Traditional Views



In the traditional view of Chinese grammar, classifiers are regarded as on a par

with measure words. For example, Chao (1968) treats classifiers as a subcategory of

measure words in A Grammar of Spoken Chinese. Thus, the classifiers that I

concentrate on in this thesis are called individual measure words in Chao (1968).

Moreover, Li and Thompson (1981) blend classifiers and measure words and state

‘any measure word can be a classifier.” The following examples from Li and

Thompson (1981) can illustrate their opinions.

()a. — M
yil i3
one mile
‘one mile’
*b. — (H
yil ge i3

one C  mile
(2)a. — EE

yil  bang4

one  pound
‘one pound’
b. — ¥ Al
yil bang4 roud
one pound meat

‘one pound of meat’

Not only does a measure word generally not take a classifier as shown in (1), but



any measure word can be a classifier as shown in (2). The standard measure li3 ZZ in

(1a) is acceptable, but not in (1b) because measure words do not take a classifier.

However, the standard measure bang4 £% in (2) is regarded as a classifier by Li and

Thompson (1981) because the a phrase shows a measure word functioning as a noun

without a classifier and the b phrase shows the same measure word functioning as a

classifier with another noun. From observation of (2b), Li and Thompson thus think

that ‘any measure word can be a classifier’.

2.1.2 Recent Views

The recent views of classifiers and measure words support the differentiation of

classifiers from measure words. For example, Tai and Wang (1990) suggest that it is

feasible and desirable to differentiate classifiers from measure words in order to

better understand the cognitive basis of the classifier system. Thus, Tai and Wang

(1990) were the first to study Mandarin Chinese classifiers on the basis of cognitive

categorization. According to the concept that ‘a classifier denotes some salient

perceived or imputed characteristic of the entity to which the associated noun refers’

postulated by Allan (1977), Tai and Wang (1990) think that classifiers denote

relatively ‘inherent’ or ‘permanent’ properties while measure words denote

‘contingent’ or ‘temporary’ properties. Tai and Wang (1990) thus propose the

following distinction between ‘permanent’ and ‘temporary’ properties of entities as

the fundamental cognitive basis for distinguishing between classifiers and measure



words.

Semantic Distinction between Classifiers and Measure Words

‘A classifier categorizes a class of nouns by picking out some salient perceptual properties,
either physically or functionally based, which are permanently associated with the entities
named by the class of nouns; a measure word does not categorize but denotes the quantity of

the entity named by a noun.’

But under the view of semantic distinction between classifiers and measure
words, Tai (1992) points out that it is difficult to decide in the case of some
ambiguous classifiers like ba3 72 and kuai4 #F° as to whether they are
classifiers or measure words because these classifiers also function as measure
words.

The other scholars supporting the recent view are Ahren and Huang (1996)
and Huang and Ahren (2003). In addition to approving the existence of
classifiers, they think that classifiers can be further divided into three
subcategories, namely, individual classifiers, event classifiers and kind classifiers.
Individual classifiers are those such tiao2 /%, mian4 /& and so on. Event
classifiers coerce event readings on the nouns that they occur with, for example,
chul 4% chang3 %7 tongl 7% and so on. Kind classifiers explicitly mark the

nominal element that they select as having a kind reading, such yang4 £, zhong3

2 Ba3 #Z in yil ba3 daolzi —7Z7/F can mean either ‘one knife’ functioning as a classifier or ‘one
handful of knives’ functioning as a measure word.

3 Kuai4 #f inyil kuai4 roud —BH[A can stress either ‘the shape of meat’ functioning as a classifier
or ‘a portion of meat’ functioning as a measure word.
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##, shid z(, kuan3 7 and so on. And these three subcategories, namely

individual classifiers, kind classifiers and event classifiers, are under a classifier

system which is a particular system of a natural language grammar. The relations

of these three subcategories and the classifier system are represented below.

Classifier system

/I\

individual kind event
classifiers  classifiers classifiers

Figure 1: Classifier System

2.2 Mandarin Chinese Classifier Categorizations

Because of the large number of studies about Mandarin Chinese classifier
categorizations, this thesis only adopts five Mandarin Chinese -classifier
categorizations proposed by representative studies. In this section below, these
five categorizations will be briefly introduced.

2.2.1 Chao (1968)

The reason for adopting Chao (1968) is that Chao represents the traditional
way of describing Chinese grammar. In A Grammar of Spoken Chinese, Chao
postulates that measure words could be divided into nine categories and treats
classifiers as a subcategory of measure words. This thesis only concentrates on
the first category: individual measures. This category includes fifty-one

individual measures as shown below. Tai (1992) mention that Chao’s ‘individual



measure’ is actually a classifier on the basis of the semantic distinction between

classifiers and measure words proposed by Tai and Wang (1990). Thus, I will call

the first category of ‘individual measures’ in Chao (1968) classifiers in the

following.

Table 1: The 51 Classifiers Proposed by Chao (1968)

ba3 2 ding3 TH guan3 & 1i4 i shan4 5 zhangl 58
ban4 ¥t du3 £ hang2 T liang4 iif shou3 & zhil £
ben3 A dun4 {§ jial &% mei2 ¢ saol & zhil &
bu4 duo3 Z& jia4 22 men?2 [ suo3 flf zhuangl 1%
chul &by fengl Ef jiand 4 mian4 & tiao2 {&& zunl 24
chu4 & fu2 g juand & mu4 & tou2 GH zuo4 JEE
chuang? & gan3 & kel 1 pil UCT wei4 i

dan4 & genl R kel FH pianl & ya2 o

dao4 & ge fi kou3 1 qi2 # zhan3 =

2.2.2 Erbaugh (1986)

Erbaugh is known for investigating classifiers from the view of acquisition.

Erbaugh (1986) provides twenty-two core classifiers as shown in Table 2

covering virtually all the classifiers produced by both children and adults in

Erbaugh’s studies. No matter in what kind of conversations, adults to adults or

adults to children or children to children, Erbaugh (1986) mentions that these

core classifiers almost all appear in these conversations. That is to say, Erbaugh

(1986) considers that these twenty-two classifiers are representative classifiers.

Table 2: The 22 Classifiers Proposed by Erbaugh (1986)

ba3 genl fi kel ff shou3 & zhil %
ben3 A jiad 22 kel ¥ tiao2 {&& zhil &
ding3 TH jianl [ kuai4 Bf tou2 HH

11
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duan4 E% jiad 1i4 #ir weid fif
duo3 2% jud 4] piand zhangl 58

2.2.3 Hu (1993)

Hu (1993) is also known for investigating classifiers from the view of acquisition.
Hu (1993) provides twenty classifiers which are commonly used in the acquisition of
Chinese classifiers by young Mandarin speaking children as given in Table 3. Hu
also mentions that these twenty classifiers are classifiers which are used to qualify.
According to Adam and Conklin (1973), classifiers which are used to qualify usually
denote a permanent, particular intrinsic feature of the referent of the noun. On the
basis of the semantic distinction between classifiers and measure words provided by
Tai and Wang (1990), the concept of qualifying classifiers proposed by Adam and
Conklin (1973) corresponds to classifiers. Thus, I focus on the twenty qualifying

classifiers provided by Hu (1993) in this thesis.

Table 3: The 20 Classifiers Proposed by Hu (1993)

ba3 2 jiand {4 liang4 shuang] & weid fir
ge i kel pil UC tai2 & zhangl 5§
genl 1§ kuai4 ¥§ pian4 tiao2 & zhil £
jiad 22 1i4 fir saol f& tou2 9 zhil &

2.2.4 Huang et al. (1997)

A comprehensive dictionary of Mandarin classifiers named the Mandarin Daily
Dictionary of Chinese Classifiers was edited by Huang et. al. (1997). This dictionary
is a representative example of modern Mandarin Chinese. Although many Mandarin

Chinese classifier dictionaries have been published, Huang et. al. propose that their
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dictionary marks a breakthrough in the lexicography of modern Mandarin Chinese.

The dictionary has the following two traits. First, the data in the dictionary is not

sourced from existing dictionaries or on the personal opinions, but based on findings

from a balanced large electronic corpus (Sinica Corpus) as the database for this

dictionary. Second, this dictionary is edited by many linguists with much experience

in analyzing Chinese. Thus, this dictionary is claimed to provide a completely new

and accurate listing of Mandarin Chinese classifiers.

In this dictionary, Mandarin Chinese classifiers are divided into seven categories.

This thesis only concentrates on the first category: individual classifiers which

include one hundred and seventy-three individual classifiers as shown in Table 4.

Table 4: The 173 Classifiers Proposed by Huang et. al. (1997)

ba3 2 dian3 hang2 7 kel FH pi3 UC taod E zhaol 2
banl ¥ die2 A hao4 5% ked % pianl £ ti2 RH zhenl %t
ban3 Ji ding3 TH hud = ke4 piand tiao2 {5 zheng4 5
ban4 ¥ ding4 $¢ hui2 [=] kou3 [ piao4 ZE tied 5 zhil 37
bangl & dong4 fi# huo3 ¥ kuai4 7 pie3 il ting3 #E zhil 2
ben3 A du3 Ji2 %% kuan3 2k pou2 Ff tou2 FH zhil £
bi3 & duan4 E% ji2 & kun3 qi2 BE tuan2 zhil &
bing3 i duil He ji2 #8 lan2 i qi2 #7 tuo2 ¥ 7hi3 4
bud I duid % jid4 Z8 1i4 #ir qi3 #£ wanl € zhou? i
cai2 f& dui4 ¥f Jid lian2 K qu3 gH wanl & zhul ¥
ced it duo3 4% jial 5 liang4 i quanl wan2 N, zhu4
ceng2 fal &% jiad ZH lied %1 qued weil & zhu4 {F
chong2 & fangl 5 jianl [ liu3 4% qun2 Bf weid ir zhuol H
chud & fang2 & jian4 {f Iud p& shan4 55 weid zongl 5%
chuan4 & fend 43 jiel [& Tun2 fig shenl & xi2 & zu3 4H
chuang? £ fend 153 jie2 € luo4 % shengl & xi2 BE zunl 21
chuang? & fengl Ff jie2 & lyu3 Jik shou3 & xian4 4% zuod JBE
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cong2 ¥ fu2 i jied A lyu3 4 shu4 o xiang4 T
cu4 fi% fu2 i jin4 i mei2 shuangl % | ye4 &
cuol Hx fu4 gl jingl ¢ men?2 4 sil 4% yed B
da3 §7T gan3 £ jud 4J mian4 [ soul yuan2 £
dai4 X genl jud B ming2 % suo3 Ff ze2 HI|
daid 77 ge & juan3 % pai2 HE tail f& zhal %
dang3 F& gu3 f% juand & peng3 ¥ tai2 & zhan3 =
dao4 8 guad £ kel F} pil UT tanl zhangl 58
dil 3 guan3 & kel # pil it tang2 & zhangl 2

2.2.5 Gao and Malt (2009)

Gao and Malt (2009), who lately provide Mandarin Chinese classifier
categorizations, compile a list of one hundred and twenty-six classifiers in order to
provide a basis for their studies and to serve as a resource for future research.
Although several Chinese classifier dictionaries have been published, Gao and Malt
(2009) claim that their list has some advantages. For instance, Gao and Malt (2009)
claim that they only include individual classifiers in this list and that they only list
classifiers which are familiar to speakers of Chinese. The sources of these classifiers
are also very wide-ranging, from Chinese books, newspapers, and dictionaries to
casual conversations between Gao and Malt and the other native Chinese speakers
and their own knowledge of Chinese. Gao and Malt (2009) mention that these one
hundred twenty-six classifiers are approved not only by themselves but also by six
paid native speakers of Mandarin Chinese from Beijing (three graduate students at
Lehigh University and three college-educated spouses of graduate students). As a

result, Gao and Malt (2009) think that these one hundred twenty-six classifiers as
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shown below are quite accurate classifiers.

Table 5: The 126 Classifiers Proposed by Gao and Malt (2009)

ben3 A dong4 JF Ji2 & liang4 il qi2 HA tang2 & yed H
ba3 2 dong4 #f jid 7| liu3 4% qi3 #£ tang4 4 ze2 Hi|
banl FT du3 jial 5% long3 BE giangl f% tiao2 f¢&& zhan3 3
ban4 ¥t duan4 % jiad 22 i3 48 qu3 h tied fi5 zhan4 115
bi3 & dui4 % jiad Tun2 fig quanl ting3 #E zhangl 5§
bian4 ¥ dun4 {H jianl fH] ma3 fit§ rend tou2 FH zhangl &
bu4 & duo3 £ jian4 4 mei2 % saol fi& tuan2 zhaol
ced fal & jie2 € men2 9 shan4 & tuo2 ¥ zhen4 [E
chang3 5 fend {7y jie2 &k mian4 [f] shenl & wan2 A, zhil &%
chul fy fengl #} jied & ming2 % shengl & weid fi7 zhil £
chud & fu2 g jud 4j mud shou3 & weid zhil &
chuang? £ gan3 1§ jud B pan2 % shu4 3 wol & zhou?2 #if
chuang? [ genl f§ juand & pao4 sil 4% xi2 & zhul #f
cuol & ge kel 1§ pil UC suol & xian4 43 zhuangl 1%
dao4 iH gu3 B kel FH pianl & suo3 Al xiang4 T zhuol H
dil 4 guad #} kou3 [ piand tail & xingl & zongl 5%
dian3 guan3 & kuai4 I7 pie3 il tai2 & ya2 o zun] 21
ding3 TH hu4 = 1i4 #ir qi2 B tanl & yan3 ff zuod JBE
2.3 Remark

On the basis of previous studies in Section 2.1.1, I conclude that there are two
views to support the recent view that there needs to be a differentatiation between
classifiers and measure words. One view is from the set theory. Her (2011b)
mentions that classifiers do not contribute any semantic value that the noun has
already possessed to the semantics of the overall [Number C Noun] phrase. For
example, yil wei3 yu2 —/ & provided by Her (2011b). The classifier wei3 & will
not contribute the ‘tail’ value to yu2 % because having a tail is part of what

PO

necessarily makes a fish. On the other hand, Her (2011b) claims that measure words
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do contribute semantic value that the noun does not possess to the semantics of the

overall [Number C Noun] phrase. For example, yil xiangl yu2 —#% #. The measure

word Xiangl 7% will contribute ‘box’ value to yu2 # because Xiangl 7% will furnish

additional information to the phrase, indicating that the fish are inside the box and

mass boxful quantity. The other view is from Her’s (2010, 2011b) yi-multiplier, a

mathematic formula which can be used to differentiate classifiers and measure words.

Her (2010, 2011b) proposes that classifiers are the multiplier 1 and 1 only. For

example, the classifier wei3 £ is the multiplier 1 and 1 only. Thus, yil wei3 yu2 —

JE# will be equal to 1 x 1 yu2 7, which means one fish. Otherwise, measure

words are other infinite possible values. For example, the measure word da3 7/ is

the multiplier 12, rather than 1. Thus, yil da3 dan4 —7/Z5 is equal to 1 x 12 dan4

2%, which means twelve eggs. The details of Her’s mathematic formula about the

differentiation between classifiers and measure words will be discussed in Section

3.4. According to the above two views, I thus adopt differentiable concept of

classifiers and measure words in this thesis and focus on classifiers.

In Section 2.1.2, there are also two aspects to note. First, although Tai (1992) notes

that ambiguous classifiers like ba3 #Z and kuai4 ## can also be measure words, he

does not provide any precise classification to show how these ambiguous classifiers

should be regarded as classifiers or measure words. Thus, I will provide my solution

to these ambiguous classifiers from morphology in the following Section 4.1. Second,
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Ahren and Huang (1996) and Huang and Ahren (2003) propose that classifiers can be

further divided into three subcategories, namely individual -classifiers, event

classifiers and kind classifiers. These three subcategories are under the classifiers

system. However, a question arises, should these event classifiers and kind classifiers

be regarded as classifiers? Because some studies from whom I have adopted

Mandarin Chinese classifier categorizations in this thesis such as Chao (1968),

Erbaugh (1986), Hu (1993) and Gao and Malt (2009) do not include kind classifiers

into their classifier categories. But, event classifiers are included into classifier

categories of Chao (1968) and of Gao and Malt (2009). Thus, my hypothesis to the

above question is that kind classifiers should not be treated as classifiers and that it is

possible for event classifiers to be classified as classifiers. In Section 4.1.4, the

further evidence to support this hypothesis will be offered.

Ultimately, the most important thing is slove the discrepancy of the number of

Mandarin Chinese classifiers. For example, fifty-one classifiers are given in Chao

(1968), twenty-two in Erbaugh (1986), one hundred and seventy-three in Huang et.

al. and one hundred and twenty-six in Gao and Malt (2009). The reason for these

descrepancies results the lack of consentient norms in classifying Mandarin Chinese

classifiers. Thus, I will adopt the four tests introduced in Chapter 3 to re-classify

Mandarin Chinese classifier categorizations (Chao 1968, Erbaugh 1986, Hu 1993,

Huang et. al 1997 and Gao and Malt 2009) in Chapter 4.
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In the following chapters, the theoretical frameworks of this thesis will be
introduced. Chapter 4 provides the data analysis of Mandarin Chinese classifier
categorizations. Chapter 5 provides a short summary and indicates further points for

further study in the future.
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CHAPTER IlI
THEORETICAL FRAMEWORKS

Two well-known syntactic tests, adjective insertion and de-insertion have been
used to differentiate the distinction between classifiers and measure words. In light of
the on-going controversies over both tests, Her (2010) demonstrates that both tests
can be made much more accurate and reliable. Below more accurate adjective
insertion and de-insertion will be briefly introduced. In addition to the above two
tests, two other tests will also be adopted. Altogether four tests, numeral/adjectival
stacking (Her and Hsieh 2010, Her 2011b), revised de-insertion (Her and Hsich
2010), ge-substitution (Tai and Wang 1990 and Tai 1994) and yi-multiplier Her (2010,
2011b), are used in this thesis to differentiate classifiers from measure words. These
four tests will be successively introduced in this section. Finally, some remarks will

be made to sum up the content of this section.

3.1 Numeral/adjectival stacking
According to Liang (2006), Mandarin Chinese measure words can be inserted and

modified by an adjective while Mandarin Chinese classifiers can not, as shown in (3)
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and (4), respectively.

3) — /I© o] = (Her and Hsieh 2010, (8))
yil xiao3 xiangl shul
one small  box book
‘one small box of books’

(4) *— /] & ¥a) (Her and Hsieh 2010, (9))
yil xiao3 zhil gou3

one small C* dog

Although this test is confirmed by some linguists, many counter-examples to this
test are found. For example, Her and Hsieh (2010) find numerous [Adj-C] examples

from Google searches in the Taiwan domain as shown in (5a) and (5b), respectively.

(5)a. — K 5 #E5  (Her and Hsieh 2010, (10a))
yil da4 kel ping2guo3
one big C apple
‘one big apple’
b. — K K = (Her and Hsieh 2010, (10b))
yil dad4 ben3 shul
one big C  book
‘one big book
Although the above examples represent that the adjective insertion test is
unreliable, Her and Hsieh (2010) and Her (2011b) note crucial differences between

classifiers and measure words.

* Note that C refers to classifiers only throughout this thesis.
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Her (2011b) proposes that the first observation relates to the scope of the numeral.
Her and Hsieh (2010) point out that the pre-classifier numeral quantifies the noun
together with the classifier, while a pre-measure word numeral only quantifies the
measure word itself, not the noun. In the following examples, Her and Hsieh (2010)
apply numeral quantification in pre-measure, as well as pre-classifier positions, as in
(6a), or the stacking of measure words, as in (6b). Her (2011b) points out that these
two phrases acceptable because the numeral that quantifies the measure words has its
scope blocked by the measure words. Nevertheless, the reverse cases as in (7a) and
(7b) are totally ill-formed because Her (2011b) points out that numeral that
quantifies the classifiers must also quantify the measure words, thus yielding a
nonsensical reading. For example, it can not be one and ten packs at the same time in

example (7b).

(6)a. — fo -+ &5 FaE (Her and Hsieh 2010, (11a))
yil xiangl shi2 kel ping2guo3
one box ten C apple
‘one box of ten apples’
b. — %5 + A $E5%  (Her and Hsieh 2010, (11b))
yil xiangl shi2 baol ping2guo3
one box ten pack apple
‘one box of ten packs of apples’
(7) *a. — (& + e FEE (Her and Hsieh 2010, (12a))

yil ge shi2 kel ping2guo3
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one C ten C apple
*», — (# A #E5%  (Her and Hsieh 2010, (12b))
yil ge shi2 baol ping2guo3

one C ten pack apple
A formula for the first observation proposed by Her (2011b) is shown in (8).

(8) Classifiers / Measure words Distinction in Numeral Quantification Scope

If [Num5 X Num Y Noun] is well-formed, then X = MG, X#C,and Y = C/M.

Her (2011b) proposes that the second observation relates to the scope of the
modification of adjectival. Three forms of adjectival modification, [Num — Adj — C/
M Noun], [Adj — C/ M — de — Noun] and [Adj — Adj — de — Noun], are included in
this observation. Following, examples of these three forms will be demonstrated
individually. First, Her and Hsieh (2010) provide the main concept in the second
observation that the adjectival modification of a pre-measure word has only the
measure word as its scope, while a pre-classifier adjective transcends the classifier to
modify the noun and allows the scope of a pre-classifier adjective to cover nouns.

The first form [Num — Adj — C/ M Noun] of adjectival modification is shown in
(9a) and (9b) provided in Her and Hsieh (2010). Example (9b) shows that a
pre-classifier adjective transcends the classifier to modify the noun and allows the
scope of a pre-classifier adjective to cover the noun; while example (9a) shows that

measure words do not behave in this way.

> Note that Num refers to cardinal numerals only throughout this thesis.
% Note that M refers to measure words only throughout this thesis.
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9a — K H BAR #— A R BaR

yil da4 xiangl ping2guo3 vyil xiangl da4 ping2guo3

one big  box apple one box big apple

‘one big box of apples’ ‘one box of big apples’
b.— K HER = — # K R

yil da4 kel ping2guo3 vyil kel da4 ping2guo3

one big C apple one C big apple

‘one big apple’ ‘one big apple’

The second form of [Adj — C/ M — de — Noun] of adjectival modification is shown
in (10a) and (10b). Example (10a) shows that a pre-classifier adjective transcends the
classifier to modify the noun and allows the scope of a pre-classifier adjective to

cover the noun; while example (10b) shows that measure words do not behave in this

way.
(10a k& 5 1 HERE =k HEE (Her 2011, (8a))
dad kel de ping2guo3 da4 ping2guo3
big C DE apple big apple
‘big apple(s)’ ‘big apple(s)’
b. K 7 oy BER K AR (Her 2011, (9a))

da4 xiangl de ping2guo3 da4 ping2guo3
big box DE apple big  apple

‘apples that come in big boxes’ ‘big apple(s)’

The third form of [Adj — Adj — de — Num — C / M —Noun] in adjectival
modification is shown in (11a) and (11b) provided by Her (2011b). Example (11a)

shows that a pre-classifier adjective transcends the classifier to modify the noun and
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allows the scope of a pre-classifier adjective to cover the noun; while example (11b)

shows that measure words do not behave in this way.

(I)a KKRHY — B #HR =— M K R

daddadde vyil kel ping2guo3 vyil kel da4 ping2guo3

big one C apple one C big apple
‘one big apple’ ‘one big apple’
b. KKHY — B +— M AN & S

daddadde yil xiangl ping2guo3 vyil xiangl da4 ping2guo3
big one box apple one box big apple

‘one big box of apples’ ‘one box of big apples’
A formula for the second observation proposed by Her (2011b) is shown in (12).

(12) C/M Distinction in Adjectival Modification Scope
If [Num A-X N] = [Num X A-N], [A-X-de N] =[A-N], or [AA-de Num X N]

= [Num X A-N], semantically and A refers to size, then X = C, and X # M.

Her (2011b) proposes that the last observation comes from the inferences of the
above formula (12). Her (2011b) claims that whether the adjective modifies
classifiers or nouns, they all have the same scope. Her (2010) thinks that a
pre-classifier adjective and a pre-noun adjective in the same phrase can not
contradict each other, as shown in (13); while it is totally fine for a pre-measure word

to contradict a pre-noun adjective, as shown in (14).
(13)*a. — K FH /| FEER (Her and Hsieh 2010, (15a))
yil da4 kel xiao3 ping2guo3

one big C small apple



*b, KKHY —  HE )N FaE (Her and Hsieh 2010, (15b))
daddadde yil kel xiao3 ping2guo3
big one C small apple
(14)a. — K SRV FEER (Her and Hsieh 2010, (14a))
yil dad4 xiangl xiao3 ping2guo3
one big box small apple
‘one big box of red/small apples’
b. KKHY — F 7\ #E5  (Her and Hsieh 2010, (14b))
dad4dad4de yil xiangl xiao3 ping2guo3
big one  box small apple

‘one big box of red/small apples’
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Her (2011b) points out that example (13) does not have a congruent reading

because apples can not be big and small at the same time. However, the example in

(14) can have a congruent reading because the box can be big and the apples small at

the same time. A formula for the last observation proposed by Her (2011b) is shown

in (15).

(15) C/M Distinction in Antonym Stacking

Given antonyms A; and A,, if [Num A; X A; N] is semantically incongruent,

then X = C and X # M; otherwise, X =M and X #C

Finally, more accurate adjective insertion is revised as numeral/adjectival stacking

including three subtests, C/M distinction in numeral quantification scope, C/M

distinction in adjectival modification scope and C/M distinction in antonym

stacking.
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3.2 De-insertion

Many linguists claim that de-insertion is a further piece of evidence for the
distinction between classifiers and measure words (e.g., Chao 1968, Tai and Wang
1990, Tai 1994). De may be optionally inserted after measure words, but not after

classifiers, as shown in (16).

(16) — Fa/*AK SO (Her and Hiesh 2010, (16) )
yil xiangl/ben3 de shul
one box/C DE book

‘one box of/*C books’

However, M. Hsieh (2008) points out that there are many well-formed

classifier-de-noun examples in the Sinica Corpus as in the following examples of (17)
and (18).

(17) HEE & Y §BF  (Herand Hiesh 2010, (17))
wu3baidwan4  zhil de vyalzi
five-million C DE duck

‘five million ducks’

(18) #%&H % Hy ¥ (Her and Hiesh 2010, (18))
ji3bai3 tiao2 de hai3she2
several-hundred C DE sea-snake

‘hundreds of sea snakes’

An explanation that is attempted for the above examples is N. Zhang’s (2009)

corroboration that in a [Number — classifier — de - noun] phrase, the lower the
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number, the less acceptable the phrase. Thus, the higher the number, the more
naturally de intervenes between classifiers and nouns.

However, Her and Hsieh (2010) indicate that if we apply the fractions of a number
including those with a value smaller than one to [Number—classifier—de—noun], it
will drastically increase acceptability. And they point out that there are seventy
instances of = —Z&/7%/ zhil yil kel de ‘one fraction of” found in Google searches, as

shown in (19).

(19)a. )\s32— OBy SRS (Her and Hsieh 2010, 21 (a))
balfenlzhilyil kel de gaolli4cai4
one-eighth C DE cabbage
‘one-eighth (of a ) cabbage’
b. 5y 2— MO FE (Her and Hsieh 2010, 21 (b))
sidfenlzhilyil kel de yang2congl
one-eighth C DE onion

‘one-eighth (of an) onion’

One explanation that is attempted for the above examples (19a) and (19b) is given
by Tang (2005:444), where numeral contrast is interpreted as a contrast in
‘information weight’, the higher the number in [Number — classifier — de — noun], the
higher its information weight.

However, Her and Hsieh (2010) provide another opinion that the higher the
degrees of the computational complexity of the modifications before the classifiers

are, the heavier the modifications are and the more acceptable the de-insertion
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phrases are. In other words, any increase in the complexity of a classifier should
increase the acceptability of de-insertion. In the following example (20) provided by
Her and Hsieh (2010), they say that ban4 =%~ is computationally more complex than
yil —, so the degree of acceptability of ban4 kel de ping2guo3 -E&H 4 is
higher than that of yil kel de ping2guo3 —#&77Y#5 . But, if we use the method of
‘information weight’, the degree of acceptability of yil kel de ping2guo3 —#FHY45
47 is higher than that of ban4 kel de ping2guo3 -EZGH7#5 2 because yil — is
heavier than ban4 £

However, Her and Hsieh (2010) provide Google matches data’, with twenty
matches of ban4 kel de ping2guo3d -£#&7Y45 % and merely one of yil kel de
ping2guo3 —Z1#E#, to further support the correctness of the argumentations of

computational complexity.

(20) a. 2f LI Y A (Her and Hsieh 2010, 22(a))
ban4d kel de ping2guo3
half C DE apple
‘half an apple’
*h. — H5 OBy BEE (Her and Hsieh 2010, 22 (b))
yil kel de ping2guo3
one C DE apple

‘an apple’

a. — K & fa (Her and Hsieh 2010, 23 (a))

7 Data accessed on February 22, 2010 in Her and Hsieh (2010).



29

yil dad4 tiao2 de yu2
one big C DE fish
‘one big fish’
*b, — & m A (Her and Hsieh 2010, 23 (b))
yil tiao2 de yu2
one C DE fish

‘one fish’

Example (21) shows that the modification da4 A increases the complexity of

classifier itself which is also equal to increase the acceptability of de-insertion. Thus,

the degree of acceptability of yil da4 tiao2 de yu2 — A{5AY £ is higher than that of

yil tiao2 de yu2 —/&H94.

In conclusion, Her and Hsieh (2010) assume that one is computationally the least

complex number. They thus restate the test of de-insertion as shown in (22) in much

more restricted terms and with much more precision.

(22)De-insertion (revised)

[yi M/*C de Noun]
3.3 Ge-substitution

Tai and Wang (1990) and Tai (1994) propose that if ge 7/, the neutral individual

classifier, can definitely substitute the element without any changes in its truth

conditions, then the element is a classifier rather than a measure word. Consider the

following examples:

23) = §H #EE = = fE #EF (Herand Hsieh 2010, (24))
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sanl kel  ping2guo3 sanl ge ping2guo3

three C apple three C apple
‘three apples’ ‘three apples’
) = HESR + = (B #&% (Her and Hsieh 2010, (25))

sanl xiangl ping2guo3 sanl ge ping2guo3
three box apple three C apple

‘three boxes of apples’ ‘three apples’

Example (23) illustrates that kel £ is a classifier because kel # can be replaced
by ge 7 without any change in the numeral meaning of the apple, while (24) shows
that xiangl #& should be categorized as a measure word because xiangl #% can not
be replaced by the neutral individual classifier ge 7. As a result, Tai and Wang (1990)
and Tai (1994) suggest that classifiers and measure words can be distinguished by
ge-substitution.

But not all classifiers can be replaced by ge 7. For instance, Hsieh (2009)
mentions that ben3 A" ‘a unit used for books’ is typically regarded as a classifier, as
in the case of yil ben3 shul —ZZ; but that the substituted form ? yil ge shul —&
Z* is not acceptable at all. And other examples that I have found, such as yil genl
dao4cai3 —#R#7= will not be acceptable if we substitute ge 74 for their specific
individual classifier, such as ? yil ge dao4cai3 —/#7=. Thus, words that can be

substituted for ge 74 are certain to be classifiers but not all classifiers can be

substituted for ge 7&. In other words, ge-substitution is a sufficient but not a
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necessary factor to distinguish classifiers from measure words. The following is a
ge-substitution formula postulated by Her and Hsieh (2010) to distinguish classifiers

from measure words.

(25)Ge-substitution

If [Num X Noun] = [Num ge Noun] semantically, then X = C and X # M.

3.4 Yi - Multiplier

In supposing that coding of the operation of multiplication in language is
necessary, Her (2011b) thinks that Au Yeung (2005, 2007) makes a convincing case
for the essential role of the multiplicative identity, 1, in the emergence of classifiers.
Her (2011b) points out that in the number calling system of both Chinese and

English, all multipliers above the ten are called. Take the number 6543 for example.

20/ T+ #HL BH © + = (Her 2011b, (50))
liu4 qianl wu3 bai3 si4 shi2 sanl
six thousand five hundred four ten three

‘Six thousand five hundred and forty-three’

While, as Comrie (2006) points out, Chinese numbers are famously regular in their
decimal pattern, (n x base) + m, where m < base, Her (2011b) mentions that the

number 6543 can be derived as shown in (27) and (28).

(27) Derivation of the number 6543 in Chinese (I) (Her 2011b, (51))
(6 x 10°)+ (5% 10%) + (4 x 10") + (3 x 10°)
(28) Derivation of the number 6543 in Chinese (I)  (Her 2011b, (52))

(6 % 1000) + (5 x 100) + (4 x 10) + (3 x 1)
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Her (2011b) points out that the multiplication, that is symbol %, and addition,
symbol +, in examples (27) and (28) is not pronounced, but that all of the bases, such
as giani ‘thousand’ (10%), bai3 ‘hundred’ (10%), and shi2 ‘ten’ (10") must be. Only, ge
(10% will be viewed as a exception as a base but without pronunciation. Such an
asymmetry between the rightmost digits such as ge and other digits such as gianl,
bai3, and shi2 has been noted by Au Yeung (2005). Au Yeung (2005) points out that
the only phonetically null but numerically present slot is ge when a number is called
in Chinese as shown in Table 6. The single digit 3 in Table 6 is equal to 3 % ge that ge
is bound to appear but without pronunciation. Because ge is bound to appear and 3 x
ge is equal to 3, the only possible multiplier for ge is the multiplier 1. The single digit
3 is thus represented by the multiplication formula as 3x1. Because ge is phonetically

null, ge is marked as silent to represent phonetically null.

Table 6: Asymmetry of the Rightmost Digit (Her 2011b, Table 1)

Number 6543 6 5 4 3

Position Naming FAir B +fiz {E iz
Qianl-we4i | Bai3-wei4 | Shi2-wei4 Ge-wei4

Digit Value Calling | Liu6-gianl | Wu3-bai3 | Si4-shi2 Sanl- GEgjent

Number Calling 7~ T =] -+ = (*E)
(6 gianl)  (Sbai3) (4shi2) (3 % ge)
Liu4 gianl wu3 bai3 si4shi2 sanl GEgjent

As a result, Au Yeung (2005: 201) points out: “The silent classifier in the form of 1gg

in the CL slot could serve as a seed for the noisy sortal classifier to grow”.® However,

Her (2011b) mentions that Au Yeung (2005) does not follow his simple mathematical

¥ Note that Au Yeung (2007) does not differentiate classifiers from measure words and uses
‘classifiers’ to include both of them. However, Au Yeung (2005) does differentiate classifiers which
are called as sortal classifiers in his terminology from measure words which are called non-sortal
classifiers in his terminology.
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value of ge as classifiers, which is quite simply the multiplier 1. Instead, Her (2011b)
points out that Au Yeung pursues a more complicated formula and takes a classifier as
having a numerical value ‘one tokengpje per unit’” and a measure word as ‘n tokengpe. per
unit’. Au Yeung (2007) further interprets ‘tokengieci’ as the size of the ‘unit’, or the set.
(1x 1set) in example (29) and (2% 1set) in example (30) are demonstrations of ‘one

tokenpjeee per unit’ and ‘n tokengpyiec per unit’, respectively.

(29) = @ EBf (Her 2011b (53))
sanl ge  qiu2 (3x(1x lset)xqiu2)

three C  ball
‘three balls’

(30) = ¥ Bk (Her 2011b (54))
sanl dui4 qiu2 (3%(2x 1set)xqiu)
three pair ~ ball

‘three pairs of balls’

From the above two examples and the ‘one tokenepje. per unit’ and ‘n tokengyjece per
unit’ concepts, Her (2011b) proposes that Au Yeung’s distinction between classifiers
and measure words rests on the value of n. If n is equal to 1, it is a classifier. If n is

not equal to 1, it is a measure word. Au Yeung’s formula of is shown below.

(31) Au Yeung’s (2005, 2007) Formula (Her 2011b (55))

[Num X Noun] = [Num X (nx Iset) XNoun], where X=C if n=1 and X=M if n£1

Although Au Yeung (2005, 2007) is possibly the first researcher to make the

above clear and mathematically precise distinction between classifiers and measure
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words, Her (2011b) further provides a simpler proposal of Au Yeung’s (2005, 2007)
formula.

Her (2010) proposes that if a classifier or a measure word is interpreted as having
a mathematical value, then the only possible mathematical function is multiplication
linking between numeral and classifiers or measure words. Simplifying Au Yeung’s
formula, Her (2010) proposes that classifiers represents necessarily multiplier 1 and
1 only while measure words represents other than 1. The precise and simplier
distinction for distinguishing between classifiers and measure words of Her (2010) is

given as (32).

(32)Her’s (2010) Yi-multiplier Formula

[Num X Noun] = [Numxn Noun], where X=C iff n=1, otherwise X=M.

Finally, Her (2011b) mentions that many classifiers in Chinese are all of the same
mathematical value which is multiplier 1 and that measure words are the other
infinite possible values.

3.5 Remark

Theories to differentiate classifiers from measure words have been outlined in this
section. Numeral/adjectival stacking is not a perfect way to differentiate classifiers
and measure words because there are many variables. For example, a Mandarin
Chinese classifier fengl #7. Under the scope of numeral modification, yil xiangl

shi2 fengl xind —#& -/ #//5 is acceptable, but under the scope of adjectival
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modification yil da4 fengl xind —A#//5 is semantically doubtful if it is equal to
yil fengl dad xin4d —#/ A7 or da4 fengl de xind A-#/#Y//5is also semantically
doubtful if it is equal to da4 xin4 A= Or, a Mandarin Chinese classifiers, ju4 4.
Under the scope of numeral modification, yil xiangl shi2 ju4 shilti3 —#5/-& 4 Eae
is acceptable, but under the scope of adjectival modification yil da4 jud shilti3 —A
A fE#g is semantically doubtful if it is equal to yil jud dad shilti3 —& A LE4% or
dad ju4 de shilti3 A-A#YkERE is semantically doubtful if it is equal to da4 shilti3
A LERE The above situations in which classifiers are testified as classifiers in one
test but where there status is uncertain in others will increase the difficulties and lack
of accuracy in determining whether a Mandarin Chinese word is classifiers or
measure words. Moreover, it is impossible to have a definite dichotomous distinction
for classifiers and measure words.

Although Her (2011b) has already revised the defects of de-insertion, I still found
some counter-examples through Google searches. For example, a classifier jiand /4
is allowed to have de-insertion such as in yil jian4 de mao2yil —/47EZS. A
classifier mian4 /77 is also allowed to have de-insertion such as in yil mian4 de
jingdzi — g s Though I found some counter-examples through Google
searches, most classifiers are still not allowed to have de-insertion. Words which are

not allowed to have de-insertion must be classifiers, while words which are allowed

? Data accessed on June 27,2011.
1% Data accessed on June 27, 2011.
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to have de-insertion are likely to be classifiers. Thus, I think that de-insertion is a

sufficient but not necessary property for being a classifier.

Although Tai and Wang (1990) and Tai (1994) suggest that ge-substitution can

distinguish classifiers from measure words, Hsieh (2009) mentions some

counter-examples. I also found some counter-examples, such as ? yil ge dao4cai3

—/[Ef5 5. As a result, words which can be substituted for ge 7/ are certain to be

classifiers. However, such substitution does not work the other way as can be seen in

some counter-examples. I thus conceive that ge-substitution is also a sufficient but

not necessary property of being a classifier.

And the last test, yi-multiplier, the inspiration for which derives from mathematics,

offers a dichotomous distinction between classifiers and measure words. Moreover,

Her (2011b) points out that many classifiers in Chinese are all of multiplier 1 and

measure words are multiplier other than 1. As a result, I think that yi-multiplier is a

sufficient and necessary property of being a classifier.

To sum up the above comments that [ have made for each of the tests, de-insertion

and ge-substitution are sufficient but not necessary properties of being a classifier.

Yi-multiplier is a sufficient and necessary property of being a classifier. And numeral

/ adjectival stacking are optional because some variables are likely to occur. As a

result, the decisive test to differentiate classifiers from measure words is the use of

yi-multiplier. De-insertion, ge-substitution and numeral / adjectival stacking are used
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to supplement and reinforce yi-multiplier. So, the order of these tests is yi-multiplier
first, then de-insertion or ge-substitution. The last one is numeral / adjectival stacking.
In the following data analysis chapter, the above order of the tests will be adopted to

re-classify Mandarin Chinese classifier categorizations.
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CHAPTER IV
DATA ANALYSIS

On the basis of the theoretical frameworks discussed in Chapter 3, this chapter
will present my data analysis of re-classifying five Mandarin Chinese classifier
categorizations which are proposed by representative studies such as Chao (1968) in
A Grammar of Spoken Chinese, Erbaugh (1986), Hu (1993), Huang et. al. (1997) in
the Mandarin Daily Dictionary of Chinese Classifiers and Gao and Malt (2009).

In the following, three aspects will be discussed. First, due to a lack of consentient
tests to identify the classifiers in these five categorizations, there are discrepancies in
the number of Mandarin Chinese classifiers. Thus, I will make use of four
consentient tests mentioned in Chapter 3 to re-classify five Mandarin Chinese
classifier categorizations posed by Chao 1968, by Erbaugh 1986, by Hu 1993, by
Huang et. al. 1997 and by Malt and Gao 2009. Second, after re-classifying the five
Mandarin Chinese classifier categorizations by using the four consentient tests, the
aim is to offer a group of true classifiers through using two mathematical methods
and a questionnaire experiment. Third, true classifiers can be further classified

according to their semantic meanings as given in the Mandarin Daily Dictionary of
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Chinese Classifiers (Huang et. al 1997) in a bottom-up form to represent an explicit

semantic categorization.

4.1 Re-classify Mandarin Chinese Classifier Categorizations

By using the four tests based on linguistic theory to analyze Mandarin Chinese
classifier categorizations proposed by representative studies such as Chao (1968) in
A Grammar of Spoken Chinese, Erbaugh (1986), Hu (1993), Huang et. al. (1997) in
the Mandarin Daily Dictionary of Chinese Classifiers and Gao and Malt (2009), 1
propose that these classifier categorizations should be subcategorized into three
portions, classifiers, Xc and Xm and measure words because some measure words
like dui4 #/ and shuangl ## the multipliers of which other than 1 are included in
these classifier categorizations and ambiguous words which both have classifier
functions and measure word functions like ba3 7% pian4 /4 and kuai4 #£ do not have
any precise classifications. In the following, I will explain the concepts and the
reasons for proposing these three portions.

The first portion: classifiers. All of the words in this portion are not only identified
as classifiers by Chao (1968), by Erbaugh (1986), by Hu (1993), by Huang et. al.
(1997) and by Gao and Malt (2009), but also proved as classifiers by my analysis
through using the four tests mentioned in Chapter 3. All of the words in this portion

all have a sufficient and necessary property of being a classifier, which is multiplier 1.
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And all of the words abide by two sufficient but not necessary properties of

classifiers, ge-substitution and de-insertion.

The second portion is that of Xc and Xm. The reason for why I propose the portion

of Xc and Xm is in order to resolve two situations below. First, Tai and Wang (1990)

and Tai (1992) mention that classifiers can be ambiguous in some contexts in that

they can be interpreted as either classifiers or measure words. For instance, Mandarin

Chinese classifiers like ba3 7/ in yil ba3 daolzi —#Z//+ can mean either ‘one

knife’ or ‘a handful of knives’. The former ‘one knife’ corresponds to classifier and

the latter ‘a handful of knives’ corresponds to measure word. And kuai4 ## in yil

kuaid rou4 —2#E/A7 can stress either the shape of an object or a portion of an object.

The former which stresses the shape of an object corresponds to classifier and the

latter which stresses the portion of an object corresponds to measure word. However,

Tai and Wang (1990) and Tai (1992) do not propose any precise classification to

show how these ambiguous classifiers should be classified as classifiers or measure

words.

Second, each meaning of one classifier may contribute to different categories,

classifiers or measure words. Thus, a classifier may be a classifier in one meaning,

but a measure word in other meanings. For instance, when kou3 /7 is in the meaning

of calculating a well or a spring, kou3 /7 is a classifier such as yil kou3 jing3 —/ 7/~

On the other hand, when kou3 /7 has in the meaning of calculating objects in the
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oral cavity, kou3 /7 is a measure word such as yil kou3 zhu4 ya2 —/ 747 % The

different meanings of kou3 /7 contribute kou3 /7 to be a classifier or a measure

word. As a result, a question arises as to whether kou3 /7 should be regarded as a

classifier or as a measure words.

From the above two situations, I find that the similarity in these two situations is

that ambiguous classifiers sometimes are classifiers, but are also sometimes measure

words. Therefore, whether these ambiguous classifiers should be regarded as

classifiers or measure words is an urgent issue that should be solved.

In order to solve this urgent issue and provide a simply categorization, I adopt the

concept of the relation between lexemes and word-forms and the concept of the

relation between word-forms from morphology to provide a precise classification.

Lexemes which are abstract are realized by word-forms which are concrete. And the

relation between word-forms is in complementary distribution. The hierarchy of

lexemes and word-forms are shown in Figure 2.

lexeme

N\

word-form  word-form

Figure 2: The Hierarchy of Lexemes and Word-forms

According to the relationship between lexemes and word-forms and the concept of

the relationship between word-forms, I suppose that the above classifiers like ba3 #Z
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and kou3 /7which function both as classifiers and measure words are actually two

word-forms, namely ba3 #Z as a classifier or as a measure word and kou3 /7 as a

classifier or as a measure word. Because the relation between word-forms must be in

complementary distribution, ba3 #Z and kou3 /7 as classifiers also have to be in

complementary distribution with ba3 #7 and kou3 /7 as measure words. The

complementary distribution of ba3 #7 / kou3 /7 as classifiers and as measure words

can be inferred from their two interpretations, namely a classifier interpretation of

ba3 #Z or kou3 /7and a measure word interpretation of ba3 7#Z or kou3 /7. For

example, ba3 7% in yil ba3 daolzi —7#Z//F has a classifier interpretation, ‘a

knife’, and a measure word interpretation, ‘a handful of knives’. Kou3 /7 also has

two interpretations, one as a classifier as in ‘a well or spring’ in yil kou3 jing3 —/7

#F and the other as a measure word as in ‘a mouthful of decayed teeth’ in yil kou3

zhudya? —/ 745 Because hearers or speakers only make one interpretation at one

time, namely a classifier interpretation or a measure word interpretation, a classifier

interpretation for ba3 7/~ or kou3 /7 and a measure word interpretation for ba3 7~ or

kou3 /7 will not occur at the same time. This shows that a classifier interpretation for

ba3 #Z or kou3 /7 and a measure word interpretation for ba3 7~ or kou3 /7 are in

complementary distribution. As a result, my hypothesis that ba3 7~ and kou3 /7 as

classifiers and measure words are actually two word-forms is provable. Moreover,

ba3 #Z and kou3 /7 are listed as only one lexemes in Mandarin Chinese dictionaries,
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rather as two lexemes such as one lexeme for being a classifier and the other for
being a measure word. Thus, I infer again that ba3 #Z and kou3 /7 as listed in
dictionaries are abstract lexemes and that ba3 #Z and kou3 /7 as classifiers and as
measure words are actually two concrete word-forms. To sum up the above
inferences and in order to have a clear distinction between classifiers and measure
words, I propose ¢ mark to symbolize classifiers and m mark to symbolize measure
words. Thus, ba3 7/ as a classifier will be presented as ba3 /Zc and ba3 #Z as a
measure word will be presented as ba3 7Zm. The same situation also applies for kou3
/7 ¢ and kou3 /7m. The hierarchy of ba3 #Z ba3 7/~ ¢ and ba3 7~ m and of kou3 /7,

kou3 /7 ¢ and kou3 /7 m will be shown in below.

Badig

e $im

Figure 3: The Hierarchy of ba3 #Z ba3 7% ¢ and ba3 7Zm

Kould[d

/N

e Om

Figure 4: The Hierarchy of kou3 /7, kou3 /7 ¢ and kou3 /7m

According to above inferences and observations, I also find that my propositional

Xc and Xm can be further divided into two subcategories. One is for ambiguous

classifiers like ba3 72 The other is for classifiers like kou3 /7 in which each

meaning of one classifier may contribute to different categories, classifiers or
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measure words.

The last portion is measure words. All words in this portion are identified as

classifiers by Chao (1968), Erbaugh (1986), Hu (1993), Huang et. al. (1997) and Gao

and Malt (2009). However, these words are testified as measure words by making

use of the four tests mentioned in Chapter 3. None of the words in this portion have a

sufficient and necessary property of being a classifier, the multiplier 1. Thus, none of

the words in this portion should be included in the classifier categorization. The other

three tests in Chapter 3 also support that none of the words in this portion are

classifiers.

The following Table 7 shows the relations of these three portions. Briefly, these

three portions can be simplified into two categories, classifiers and measure words.

Table 7 presents that the classifier portion and XC portion are regarded as belonging

to classifier category and the measure word portion and Xm portion are regarded as

belonging to measure word category. Thus, the classifiers that I discuss in the

following sections will include both the classifier portion and Xc portion. And the

measure words portion and Xm portion will not be discussed further here because

they are not the focus of this thesis.

Table 7: The Relation of the Three Portions

Categories Classifiers Measure words

Portions classifiers , Xc measure words, Xm
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In analyzing Mandarin Chinese classifier categorizations of the following studies
(Chao 1968, Erbaugh 1986, Hu 1993 and Huang et. al. 1997 and Malt and Gao 2009),
I will adopt four tests in Chapter 3 in the order of yi-multiplier, then de-insertion or
ge-substitution, and then numeral / adjectival stacking to re-examine their classifier
categorizations and to re-classify the classifiers which scholars have identified
further into three portions, classifiers, Xc and Xm and measure words.

Below, there is a re-examination of Mandarin Chinese classifier categorization
proposed by Chao (1968) in A Grammar of Spoken Chinese in Section 4.1.1, of that
proposed by Erbaugh (1986) in Section 4.1.2, of that proposed by Hu (1993) in
Section 4.1.3, of that proposed by Huang et. al. (1997) in the Mandarin Daily
Dictionary of Chinese Classifiers in Section 4.1.4 and of that proposed by Gao and
Malt (2009) in Section 4.1.5.

4.1.1 Chao (1968)

The fifty-one classifiers in A Grammar of Spoken Chinese edited by Chao (1968)
will be re-examined by making use of the four tests mentioned in Chapter 3 and
re-classified into three portions on the basis of the concepts of the three portions in
Section 4.1. In the following, I will give one or two prototypical examples for each
portion and then list the rest of words. Last, some words that I exclude from these
three portions will be listed individually.

4.1.1.1 Classifiers



46

All of the words in this portion are proved to be classifiers not only by Chao (1968)
but also by my analysis. The prototypical examples listed here are mei2 #¢ and ding3
JA. Finally, all words in this portion are listed in 4.1.1.1.3.
4.1.1.1.1 Mei2 #¢

For example, yil mei2 jiang3 zhangl —#¢Z#Z ‘one medal’.
Yi-multiplier:
33) — Mt HE = — x1 #%E
yil mei2 jiang3zhangl yil yil jiang3zhangl
one C  medal one one medal
‘one medal’ ‘one medal’

By using yi-multiplier, mei2 £¢ is tested to be a classifier.

Ge-substitution:

G — o=

=

yil mei2 jiang3zhangl yil ge jiang3 zhangl

one C medal one C medal

‘one medal’ ‘one medal’
Ge-substitution shows that mei2 /¢ is a classifier.

De-insertion:

(35) — M (*ay) #EE
yil mei2 (*de) jiang3zhangl
one C DE  medal
‘one *C medal’

The semantic meaning of mei2 #¢ in de-insertion shows that mei2 f¢is a classifier.

Numeral/adjectival stacking:
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@6)*— & + @ 5=
yil mei2 shi2 ge jiang3zhangl
one C ten C medal
@n — Kt #EE = — K HEE

yil da4 mei2 jiang3zhangl yil mei2 dad4 jiang3zhangl

one big C medal one C big medal
‘one big medal’ ‘one big medal’
(38 Kt oy HEE = K #EE

da4 mei2 de jiang3zhangl da4  jiang3 zhangl

big C DE medal big  medal
‘big medal(s)’ ‘big medal(s)’
(39) KRy — K &= = — K K #=

dad4dad4de yil mei2 jiang3 zhangl yil mei2 da4 jiang3zhangl
big one C medal one C big medal
‘one big medal’ ‘one big medal’
(40)*— K # b ARE
yil da4 mei2 xiao3 jiang3 zhangl
one big C small  medal

*‘one big small medal’

Mei2 £¢is also a classifier by applying the test of numeral/adjectival stacking. By
using the above four tests to examine mei2 #¢; mei2 ¢ is proved as a classifier.
4.1.1.1.2 Ding3

For example, yil ding3 cao3 mao4 —/&F&#/f5 ‘one straw hat’.

Yi-multiplier:

i

H
=
i

4y — JH  FHiE = — x1
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yil ding3 cao3mao4 yil yil  cao3mao4
one C straw hat one one  straw hat

‘one straw hat’ ‘one straw hat’
By using yi-multiplier, ding3 JH is shown to be a classifier.

Ge-substitution:

(42) — JH  FHiIE = — f{&# F=05
yil ding3 cao3mao4 yil ge cao3mao4
one C straw hat one C  straw hat

‘one straw hat’ ‘one straw hat’
Ge-substitution shows that ding3 /# is a classifier.

De-insertion:

43) — T (Hy) EiE
yil ding3 (*de) cao3mao4
one C DE  straw hat

‘one *C straw hat’
Ding3 /A in de-insertion shows that ding3 /& is a classifier.

Numeral / adjectival stacking:

(44)*— JA = &  FiF
yil ding3 sanl ge cao3mao4
one C three C straw hat

45 — K A i = — JH 7N
yil da4 ding3 cao3 mao4 yil ding3 da4
one big C straw hat one C big

‘one big straw hat’ ‘one big straw hat’

46) X TH HY FHIE = K Hif

miy

FIE
cao3mao4

straw hat
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da4 ding3 de cao3 maod da4 cao3mao4

big C DE straw hat big  straw hat
‘big straw hat(s)’ ‘big straw hat(s)’
(47) RR#y  — JH 58 = — JH K HIE

daddadde yil ding3 cao3 mao4 yil ding3 da4 cao3mao4d
big one C straw hat one C big straw hat
‘one big straw hat’ ‘one big straw hat’
@)*— K " /h i
yil da4 ding3 xiao3 cao3maod
one big C small  straw hat

*‘one big small straw hat’

Ding3 /A is also a classifier by applying the test of numeral/adjectival stacking. From
the above analysis of ding3 /#, it can be seen that ding3 /% is a classifier.
4.1.1.1.3 Words Re-classified as Classifiers

Thirty-nine words belonging to classifiers are listed below.

Table 8: 39 Words of Classifiers in Chao (1968) ‘A Grammar of Spoken Chinese’

ben3 & yil ben3 shul guan3 & | yil guan3 mao2bi3 shou3 & yil shou3 er2gel
—AF —ERE —E R

chul ity yil chul xi3ju4 jiad4 22 yil jia4 feiljil saol f& yil saol chuan2
—W=ER] — ARt — AL

chu4 g yil chu4 shanglkou3 jian4 & yil jian4 mao2yil suo3 Bt yil suo3 da4xue2
— R —EER —PTRE

chuang2 FR | yil chuang2 mian2bei4 kel £/ yil kel songlshu4 tiao2 {& yil tiao2 wei2jinl
—PRARHL —HREA —{REM

dao4 iE yildao4zhuanlgiang2 kel ¥8 yil kel xilgual tou2 BE yil tou2 dadxiang4
— RS —REPER —BHRS

ding3 TH yilding3 cao3mao4 lid Fir yil 1i4 hong2dou4 weid fir yil wei4 lao3shil
—THEE’ —HI&L —fr AN

du3 £ yil du3 giang2 liang4 B | yil liang4 jing3chel zhan3 2 yil zhan3 dengl
— i — — 35
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duo3 4 yil duo3 mei2guil mei2 ¥ yil mei2 jiang3zhangl | zhangl 5& yil zhangl chuang2
—IREB — s —RIK

fengl &f yil fengl xin4 miand @ | yil mian4 jing4zi zhil f% yil zhil shudzhil
—EHE —[HFT — R ft

fu2 iig yil fu2 hua4 mu4 & yil mu4 qing2jing3 zhil & yil zhil maol
—lEE —RER — &5

gan3 f& yil gan3 giangl pil T yil pil ma3 zhuangl #& | yil zhuangl yidwai4
—ARE —UtH —H&ESh

genl fR yil genl tou2fa3 pianl & yil pianl wen2zhangl | zunl BL yil zunl fo2xiang4
—HREHEZ —RaE —EifhG:

ge & yil ge ren2 shan4 i§ | yil shan4 men2 zuo4 & yil zuo4 shanl
—f{EA —R=r — L

4.1.1.2 Xc and Xm

If classifiers can be ambiguous in some contexts in that they can be either

interpreted as classifiers or measure words or each meaning of one word may

contribute to different categories, namely classifiers or measure words, these

classifiers will be classified into Xc and Xm. Xc stands for an ambiguous classifier

functioning as a classifier and Xm stands for an ambiguous classifier functioning as a

measure word. The prototypical examples listed here are ba3 #Z and kou3 /7. Then,

all of the words in Xc and Xm will be presented in 4.1.1.2.3.

41121Ba3 #

For example, yil ba3 daolzi —/#Z//7 ‘one knife’ or ‘one handful of knives’

Yi-multiplier:

(49a. — &  JF = — x 1 JJF
yil ba3 daolzi yil yil daolzi
one C knife one one knife

‘one knife’ ‘one knife’
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b.— # Jlv £ —x 1 JIT
yil ba3 daolzi yil yil daolzi
one M knife one one knife
‘one handful of knives’ ‘one knife’

This test demonstrates that the semantic meaning of ba3 /7 is ambiguous because
ba3 7~ in yil ba3 jian3 daol —7%Z//F- can mean ‘a knife’ or ‘one handful of

knives’ . The former is a classifier and the latter is a measure word.

Ge-substitution:
(50)a. — - JJF = — @ JJF
yil ba3 daolzi yil ge daolzi

one C knife one C  knife

‘one knife’ ‘one knife’

b.— #  Jir o — # JlT
yil ba3 daolzi yil ge daolzi
one M knife one C  knife
‘one handful of knives’  ‘one knife’

Ba3 /7 is tested to be both a classifier and a measure word because of the ambiguity

in the semantic meaning of ba3 7%~

De-insertion:

(SDa — 8 (49 JITF
yil ba3 (*de) daolzi
one C DE  knife
‘one *C knife’

b.— & #)Y JIT

yil ba3 (de) daolzi



52

one M DE knife

‘one handful of knives’

This test demonstrates that ba3 7Z is ambiguous because it can both allow

de-insertion and not allow de-insertion. When ba3 #Z allows de-insertion, it is a

classifier. When ba3 #Z do not allows de-insertion, it is a measure word.

Numeral/adjectival stacking:

(52)*a. — 8 + @ JIF
yil ba3 shi2 ge daolzi
one C ten C knife

b.— & + @ JIF
yil ba3 shi2 ge daolzi
one M ten C knife

‘one handful of ten knives’

AN

yil dad4 ba3 daolzi

(53)a. —

one big C  knife
‘one big knife’

b.— K 8 JIr
yil da4 ba3 daolzi
one big M  knife

‘one large handful of knives’

G4a X | B JIF =
dad ba3 de daolzi
big C DE knife

‘big knife/knives’

T JFr =

— # X JIF
yil ba3 da4 daolzi
one C big knife
‘one big knife’

£ — 8 K JIT
yil ba3 da4 daolzi
one C Dbig knife
‘one big knives’

Z NS

da4  daolzi

big  knife

‘big knife/knives’
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b. X # JIT + K JIT

da4 ba3 de daolzi da4  daolzi
big M DE knife big knife
‘large handful of knives’ ‘big knife/knives’
(55)a. KRHYy  — 3 JJr = — # K JIT

daddadde yil ba3 daolzi yil ba3 da4 daolzi

big one C knife one C big knife
‘one big knife’ ‘one big knife’

b KRHYy  — 3 JJr £ — # K JIT
daddadde vyil ba3 daolzi yil ba3 da4 daolzi
big one M knife one C big  knife
‘large handful of knives’ ‘one big knife’

(56)*a. — K & N JIT
yil da4 ba3 xiao3 daolzi
one big C small knife
*‘one big small knife’

b.— K /N TJITF
yil da4 ba3 xiao3 daolzi
one big M small knife

‘one handful of small knives’

This test shows that ba3 #Z can function as both a classifier and a measure word.
According to the above analysis, ba3 #Z is testified as belonging to Xc and Xm
because ba3 7 can function as both a classifier and a measure word. Thus, #Zc
represents that ba3 77 is a classifier and 7Zm represents that ba3 7~ is a measure

word.



54

41.1.2.2 Kou3 r

Meaning 1: calculating a well or a spring

For example, yil kou3 jing3 —/77£ ‘one well’.

Yi-multiplier:

¢n— o H = — xt JF
yil kou3  jing3 yil yil jing3
one C well one one well
‘one well’ ‘one well’

This test demonstrates that kou3 /7 is a classifier, not a measure word.

Ge-substitution:

s8) — o H o= — @
yil kou3  jing3 yil ge jing3
one C well one C well

‘one well’ ‘one well’

Kou3 /7 is tested to be a classifier by using ge-substitution.

De-insertion:

(59 — [ *#y)  FF
yil kou3 (*de) jing3
one C DE well
‘one *C well’

This test shows that kou3 7~ is a classifier, not a measure word.

Numeral/adjectival stacking:

6o — @ + &

yil ge shi2 kou3 jing3
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one C ten C well

ey — Kk o H = — 0O K H
yil da4 kou3 jing3 yil kou3 da4 jing3
one big C well one C big well
‘one big well’ ‘one big well’

62y x o H = K H
da4 kou3 de jing3 da4  jing3
big C DE well big  well
‘big well(s)’ ‘big well(s)’

63) KK#Hy — o0 H = — O Kk H
daddadde yil kou3 jing3 yil kou3 dad4 jing3
big one C well one C big well
‘one big well’ ‘one big well’

6hH* — K O UK +
yil dad4 kou3 xiao3 jing3
one big C small well

‘one big small well’

Kou3 /7 is tested to be a classifier by using this test. According to the above tests,

kou3 /7 in this meaning is a classifier. In the following, the other meanings of kou3

[7 will be explained.

Meaning 2: calculating objects in an oral cavity

For example, yil kou3 zhud ya2 —/74#% ‘one mouthful of decayed teeth’.

Yi-multiplier:
(65) — I B # — x 1 R

yil kou3 zhudya?2 yil yil zhudya2
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one M  decayed tooth one one decayed tooth

‘one mouthful of decayed teeth” ‘one decayed tooth’
This test shows that kou3 /7 is a measure word.

Ge-substitution:

(66) — I I z — A e 2o
yil kou3 zhudya2 yil ge zhudya?
one M decayed tooth one C decayed tooth

‘one mouthful of decayed teeth” ‘one decayed tooth’
This test shows that kou3 /7 not a classifier, but a measure word.

De-insertion:
67) — I () fES
yil  kou3 (de) zhudya2
one M DE  decayed tooth

‘one mouthful of decayed teeth’
This test shows that kou3 /7 is a measure word, not a classifier.

Numeral/adjectival stacking:
68) — 1+ i fEF
yil kou3 shi2 ge zhudya2
one M ten C decayed tooth
‘one mouthful of ten decayed teeth’
(69) — K OO 5 £ — O K EEF
yil dad4 kou3 zhudya2 yil kou3 da4 zhudya2
one big M  decayed tooth one M big  decayed tooth

‘one mouthful of decay teeth’ ‘one mouthful of big decayed teeth’

(70) X O B fERF # KR
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da4 kou3 de zhudya2 da4  zhudya?

big M DE decayed tooth big  decayed tooth

‘big mouthful of decay teeth’ ‘big decayed teeth’

(71) RKRHY  — O IR £ — O K EEF
dad4dadde yil kou3 zhudya2 yil kou3 dad4 zhudya?
big one M decayed tooth one M big  decayed tooth
‘one big mouthful of decayed teeth’ ‘one mouthful of big decayed teeth’

72y — K O N R
yil da4 kou3 xiao3 zhudya?2
one big M small decayed tooth

‘one mouthful of small decayed teeth’

Although xiao3 zhudya2kou3 //\##% and da4 zhudya2 A4# % are semantically
doubtful in examples, they will not affect the result that kou3 /7 is testified as a
measure word by use of numeral / adjectival stacking. From the above analysis, kou3
/77 in meaning 2, which is used for the calculation of objects in an oral cavity, is a
measure word. However, kou3 /7 in meaning 1, which is used for the calculation of
the number of a well or a spring, is a classifier. In this situation, in which kou3 /7
can be both a classifier and a measure word, kou3 /7 is regarded as belonging to Xc
and Xm portion. Thus, /7 c, which stands for kou3 /7, is a classifier and /7 m, which
stands for kou3 /7, is a measure word.

4.1.1.2.3 Words Re-classified as Xc and Xm

Six words belonging to Xc and Xm are listed below.

Table 9: 6 Words of Xc and Xm in Chao (1968) ‘A Grammar of Spoken Chinese’
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ba3 @ ba3 i c yil ba3 daolzi ba3E m yil ba3 daolzi
—e)¥ —eJ)¥

ban4d ¥ | band M c yil ban4 hualban4 band ¥ m yil ban4 mei2guil
—IRTCH —IREHR

bu4 & bud ZB ¢ yil bu4 shul bu4 ZF m yil bu4 shul
—HbE —HbE

jial jal % c yil jial gonglsil jal & m yil jial ao4zhoulren2
—FNH —FEMA

kou3 O | kou3 ™ c¢ | yil kou3 jing3 kou3 ™ m yil kou3 zhudya2
— — S

men2 9 | men2 F§ ¢ | yilmen2 dadpao4 men2 F§ m yil men2 shenglyi4
—[ IR —FMEE

4.1.1.3 Measure words

Although Chao (1968) identifies the words in this portion as classifiers, I think

that all of the words in this portion should be excluded from a list of classifiers

because all of the words are testified as measure words by four linguistics-based tests.

The prototypical example listed here is hang2 77. And finally, all of the words in this

portion will be listed in 4.1.1.3.2.

4.1.1.3.1 Hang2 #

For example, yil hang2 liudshud —77#J/## ‘a line of willow trees’.

Yi-multiplier:

(73) — A7 i) £ — x1  Hfs
yil hang2 liu3shu4 yil vyil  liu3shud
one M willow tree one one willow tree
‘one line of willow trees’ ‘one willow tree’

Yi-multiplier shows that hang2 77 is a measure word.

Ge-substitution:
(74) — 17 1R # — | AR

yil hang2 liu3shu4 yil ge liu3shu4
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one M willow tree one C willow tree

‘one line of willow trees’ ‘one willow tree’
Hang2 77 in ge-insertion shows that hang2 77 is a measure word.

De-insertion:

(75) — A7 () A
yil hang2 (de) liu3shu4
one M DE  willow tree

‘one line of willow trees’

De-insertion shows that hang2 77 is a measure word.

Numeral/adjectival stacking:

76) — 17 4+ #H M
yil hang2 shi2 kel liu3shud
one M ten C willow tree

‘one line of ten willow trees’

77 — K A7 Hoitst £ — 17 R ket
yil da4 hang2 liu3shu4 yil hang2 da4 liu3shud
one large M willow tree one M large  willow tree
‘one large line of willow trees’ ‘one line of large willow trees’

(78) — K 17 NS 5
yil da4 hang2 xiao3 liu3shu4
one large M small willow tree

‘one large line of small willow trees’

Hang2 77 in numeral / adjectival stacking shows that hang2 77 is a measure word.
From the above tests, it can be seen that hang2 77 is a measure word.

4.1.1.3.2 Words Re-classified as Measure Words
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Five words which are testified as measure words are listed below.

Table 10: 5 Words of Measure Words in Chao (1968) ‘A Grammar of Spoken

Chinese’

dun4 1§ yil dun4 mei3shi2

—iHEE

hang2 7 | vil hang2 liu3shu4

—{ et

juan4 % donglfanglza2zhi4 di4 yiljuan4
RTHEE—E

qi2 #f cai2jing1za2xhi4 didyilqi2

A st — 1

ya2 o yil ya2 ju2zi

— ST

4.1.1.4 A Dialect Word

Because Chao (1968) points out that dan4 7 only exits in one dialect of Chinese

A

and Chao (1968) also does not make more descriptions for dan4 #, I ignore it and

do not include it in my analysis.

Table 11: A Dialect Word in Chao (1968) ‘A Grammar of Spoken Chinese’

dand & (a dialect word)

4.1.2 Erbaugh (1986)

Erbaugh (1986) lists twenty-two core classifiers. Erbaugh (1986) thinks that no
matter in what kind of conversations, adult-adult Mandarin or adult-child Mandarin
or child-child Mandarin, these twenty-two core classifiers almost all appear. Thus,
these core classifiers are regarded as typical classifiers. However, there are some
defects in Erbaugh’s account of the twenty-two core classifiers. For example,
Erbaugh does not provide any precise classification to show how ambiguous

classifiers should be regarded as classifiers or measure words and Erbaugh does
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include measure words in the twenty-two core classifiers. As a result, I will

re-examine the twenty-two classifiers and re-classify them into three portions by

using the four tests in Chapter 3. In my analysis, I re-classify the twenty-two

classifiers into eighteen classifiers, three Xc and Xm and only one measure word.

Because the methods and the processes of analysis used in analyzing the twenty-two

classifiers are the same as those in Section 4.1.1, analysis sections will be omitted

and only the words of three portions are listed.

4.1.2.1 Words Re-classified as Classifiers

Eighteen words belonging to classifiers are listed below.

Table 12: 18 Words of Classifiers in Erbaugh (1986)

ben3 & yil ben3 shul jian4 {& yil jian4 dadyil tiao2 fg& yil tiao2 yu2
—AF —{FREK —fRfA

ding3 JH | yil ding3 mao4zil jud A&J yil ju4 hua4 tou2 §H yil tou2 dadxiang4
—THIET — )5 —FHARE

duo3 4% yilduo3 mei2guil kel #f yil kel shud weid fir yil wei4 lao3shil
—JLETHL — s —fir & Hi

genl fR yil genl tou2fa3 kel 8 yil kel xilgual zhangl 5§ | yil zhangl chuang2
—HREEEE —FHPER —5RIR

jiad 22 yil jia4 feiljil li4 #r yil 1i4 hong2dou4 zhil &% yil zhil shu4zhil
—ZEARAA — M4l — et

jianl f] yil jianl shuldian4 | shou3 B | yil shou3 er2gel zhil & yil zhil maol
—MHEE —E K — &5

4.1.2.2 Words Re-classified as Xc and Xm

Three words belonging to Xc and Xm are listed below.

Table 13: 3Words of Xc and Xm in Erbaugh (1986)

ba3 #m ba3 f c yil ba3 daolzi ba3 il c yil ba3 daolzi
—HJIF —HJIF
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kuai4 #f ¢ | yil kuai4 roud kuai4 B8 ¢ yil kuai4 roud
kuai4 3
—HEA —BA
yil pian4 shudye4 yil pian4 shudye4
pian4 H piand / ¢ pian4 | ¢
— —

4.1.2.3 Words Re-classified as Measure words

One word belonging to measure words is listed below.

Table 14: One Measure Word in Ebraugh (1986)

duan4 g% yil duan4 ganlzhe4

—BHRE

4.1.3 Hu (1993)

Hu (1993) identifies twenty classifiers which are commonly used. However, some
inadequencies mentioned in Section 4.1 also presents in Hu’s classifier
categorizaiotion. Thus, I will re-examine the twenty classifiers and re-classify them
into three portions, namely classifiers, Xc and Xm and measure words. In my analysis,
I re-classify the twenty classifiers into fifteen classifiers, four Xc and Xm and only
one measure word. Because the methods and the processes of analysis used in
analyzing the twenty classifiers are the same as those in Section 4.1.1, the analysis
sections will be omitted and only the words which have been re-classified in the
three portions are listed in the following.
4.1.3.1 Words Re-classified as Classifiers

By using the four tests mentioned in Chapter 3 to re-examine these twenty

classifiers, fifteen classifiers which are re-classified as classifiers are listed below.

Table 15: 15 Words of Classifiers in Hu (1993)



gel f@ | yil geren2 lil fir yil 1i4 hong2dou4 tou2 Bg yil tou2 dadxiang4
—fEA —HIALE —PEAR S

genl R | yil genl tou2fa3 liangd & | yil liang4 jing3chel | weid i yil weid lao3shil
—IRpEsz — —{i i

jiad Z8 | yil jia4 feiljil pil TC yil pil ma3 zhangl 7§ yil zhang]l chuang2
—ZEgfetR —UILE —iRIK

jiand 4 | yil jiand da2yil saol §& yil saol chuan2 zhil % yil zhil shudzhil
—REK — Al — IR

kel ¥H | yil kel xilgual tiao2 {g& yil tiao2 yu2 zhil & yil zhil maol
—EPEL —fRfA —&5H

4.1.3.2 Words Re-classified as Xc and Xm

Four Xc and Xm are given by re-classifying these twenty classifiers.

Table 16: 4 Words of Xc and Xm in Hu (1993)

yil ba3 daolzi yil ba3 daolzi
ba3 2 ba3 @ ¢ ba3 & m

— 7T — 71T

yil kuai4 rou4 yil kuai4 rou4
kuai4 #g | kuai4 3f c kuai4 #g m

—BLA —BiA

yil pian4 shudye4 yil pian4 shudyed
piand |/ | piand | ¢ piand4 5 m

— — g

yil tai2 dian4shi4 yil tai2 gelzai3xi4
tai2 & tai2 & ¢ tai2 €& m

—BEH — B HFE

4.1.3.3 Words Re-classified as Measure words

One measure word in Hu (1993) is listed below.

Table 17: One Measure Word in Hu (1993)

shuangl &

—upgt

yil shuang] xie2

4.1.4 Huang et. al. (1997)
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One hundred and seventy-three classifiers are identified by Huang et. al in the

Mandarin Daily Dictionary of Chinese Classifiers. Since Huang et. al. (1997) also do

not provide any precise classification for ambiguous classifiers and do also include
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measure word in classifier categorization, I will make use of the four tests mentioned

in Chapter 3 to re-examine these classifiers. One hundred and seventy-three

classifiers are re-classified into seventy-six classifiers, nineteen XC and Xm,

seventy-seven measure words and one word which does not belong to any portion.

In addition to providing classifier category in this dictionary, a kind classifier

category and an event classifier category are also given. Recall the former hypothesis,

kind classifiers should not be treated as classifiers and that event classifiers may be

classifiers, which I made in Section 2.4. Some demonstrations will be offered to

support my hypothesis in the following. Kind classifiers will be demonstrated first

and event classifiers later.

The fourteen kind classifiers as shown in Table 18 are proposed by Huang and

Ahren (2003). Because yi-multiplier is a decisive test to differentiate classifiers and

measure words, I only use yi-multiplier to re-examine these kind -classifiers.

According to the yi-multiplier postulated by Her (2010, 2011b), such kind classifiers

can be strongly proven as measure words because the multipliers of these kind

classifiers are other than 1. For example, a kind classifier yang4 £%, in yil yang4

shui3guo3 —fF 7K, does not have the concepts of multiplier 1. Thus, yil yang4

shui3guo3 —f#F K is not equal to 1x 1 shui3guo3 or one fruit because yil yang4

shui3guo3 —f# K2 can mean more than one apple (in which shui3guo3 K& is a

hypernym and an apple is a hyponym). Or a kind classifier zhong3 7%, in yil zhong3
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miandbaol —7##4i £, also does not have the concepts of multiplier 1. So, yil zhong3

miandbaol —7#Z&i £ is not equal to 1% 1 miandbaol Z#£7 or one bread because yil

zhong3 miandbaol —/### £/ can mean more than one croissant (in which

mian4baol #7£] is a hypernym and a croissant is a hyponym). The remaining event

classifiers in Table 18 are also re-examined as measure words by Yyi-multiplier.

Because processes in the analysis of the remaining kind classifiers are the same as

with the above examples, the processes will be left out. In this thesis, kind classifiers

are excluded from classifiers because they do not have a sufficient and necessary

property of being classifiers, namely the multiplier 1.

Table 18: The 14 Kind Classifiers Proposed by Huang and Ahren (2003)

banl f% yil banl ren2 kuan3 3¢ liang3 kuan3 xinlchel sed o ge2 se4 ren2zhong3
—fA WARCHT & N TE

dang3 F& yil dang3 shi4 lei4 %8 liang3 lei4 shui3guo3 shi4 =, ge2 shi4 zilliao4
—HEE KR #HER

dang3zi f£F | yil dang3zi shi4 ma3 5 yil ma3 shi4 yang4 £ | yil yang4 shui3guo3
—fETE —HEE — KR

deng3 & zhe4 zong3 shenlcai2 ma3zi B | yil ma3zi shi4 zhong3 yil zhong3 mian4baol
EEGN —5E fe — A

hao4 5% yil hao4 ren2wu4 pai4 Ji yil pai4 shi4li4
—RAY) —IREAS

The thirty-five event classifiers as shown below in Table 19 are proposed by

Huang and Ahren (2003).

Table 19: The 35 Event Classifiers Proposed by Huang and Ahren (2003)

banl B yil banl feiljil fanl &% yil fanl hua4 quanl yil quanl ma2jiang4
— et —&Eh — BBl

bi3 & yil bi3 mai3mai4 hui2 [A] yil hui2 shi4 rend {f: yil ren4 zong3tong3
—HHE CiE — (T4
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bol 7 yil bol mudkuan3huo2dong4 | jian4 {4 yil jian4 yidwai4 tai2 & yil tai2 gelzai3xi4
— W ERUEE) — RS — BT

bu4 5 di4 yil bu4 gonglzuo4 jie2 € yil jie2 ke4 tang4 4 yil tang4 lii3xing2
E—TME —fiER —HERTT

canl & yil canl fan4 jied & di4 yil jie4 tang2 & yil tang2 ke4
—BR yun4dong4huid — iR

ey

chang3 15 | yil chang3 yinlyue4ju4 ju2 5 yil ju2 bang4qiu2sai4 tongl H yil tongl dian4hua4
—I R — [ —imEE

chul yil chul gelwu3ju4 lun2 # yil lun2 bi3sai4 xi2 yil xi2 hua4
— WSS — iRt — i E

cid ¢ yil ci4 huidyi4 mud & yil mu4 qing2jing3 zhe2 #T yil chul xi4
— I — s fenl sanl zhe2

—HEk oy =47

dang3 F& yil dang3 guo2piand pan2 yil pan2 qi2 zhen4 i yil zhen4 ren2chao2
—tEE A — R — e A

dao4 yil dao4 shou3xu4 paod I | yil pao4 cha2 zhuangl % | yil zhuangl yidwaid
—BETFE —HZE —tEEIh

duand E% yil duan4 shi2qi2 qi2 H#A yid qi2 zongl 5% yil zongl yidwai4
—ESHEHA gai3jian4 gonglcheng2 —RESN

— AR TR
dund i yil dun4 fan4 qi3 #& yil qi3 yidwai4

—THER

Below, two pieces of evidences about

event classifiers may be classifiers will be

given. First, event classifiers are not described until Ahren and Huang (1996).

However, the concept of event classifiers, denoting an instance or occurrence of an

event, has been proposed by Li and Thompson (1981). But Li and Thompson do not

treat a type of classifiers which denote an instance or occurrence of an event as an

isolated classifier category. On the contrary, Li and Thompson (1981) regard

indicating an instance or occurrence of an event as the other description for

classifiers. I also find that Gao and Malt (2009) treat classifiers with indicating an
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instance or occurrence of an event as classifiers, rather than as an isolated classifier
category. Chao (1968) also treats such classifiers with indicating an instance or
occurrence of an event as classifiers. Thus, I infer that indicating an instance or
occurrence of an event is another description of classifiers and it is not necessary to
have an isolated classifier category denoting an instance or occurrence of an event.
The other reliable reason for proving that event classifiers may be classifiers
comes from the test of yi-multiplier (Her 2010, 2011b). The concept of multiplier 1 is
a sufficient and necessary property for being a classifier. The thirty-five event
classifiers listed by Huang and Ahren (2003) like tongl 7% in yil tongl dian4hua4
— #8574 have a starting point of a phone ringing and the end point of that event, so
a distance from a starting point to an end point is metaphorically viewed as one entity,
that is the concept incorporated in multiplier 1. Thus, yil tongl diandhuad —#F25
% corresponds to yil — x 1 diand4hua4 2577Z which means receive one phone.
Event classifiers like zhuangl /4% in yil zhuangl yidwaid —fZ&5, | jiand /4 inyil
jiand yidwaid —/EE 9k, Qi3 Z in yil i3 yidwaid —Z#EE S and zongl 5% in yil
zongl yidwai4 —5ZE 4, also have a starting point of an accident happening and the

end point of that event, a distance from a starting point to an end point is also viewed

as one entity, that is the concept incorporated in multiplier 1. As a result, yil zhuangl

yidwaid —pZFESf or yil jiand yidwaid —/EE S, or yil qi3 yidwaid —# ESf or yil

=z

zongl yidwaid —sZE 4} all correspond to yil — x 1 yidwaid Z¥f which means
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one accident.

However, not all of the event classifiers listed in Huang and Ahren (2003)

incorporate the concept of multiplier 1. For example, qi2 Z% in yi4 qi2 gai3jian4

gonglcheng2 —AY 27 7.7 does not incorporate the concept of multiplier 1

because it is not necessary to finish the engineering project within one period of time.

It can be finished in a further period of perionds of time, i.e., surpassing the number

of one time. So, Yyi4 qi2 gai3jiand gonglcheng2 —A¥ 7 T.#Z is not necessarily

equal to yi — x 1 gai3jiand gonglcheng2 ¢ 7 #Z. Thus, event classifiers are

likely to be classifiers, but it is not certain that they will be classifiers.

In my classifier portion, these thirty-five event classifiers proposed by Huang and

Ahren (2003) should be re-examined to see which event classifiers incorporate the

concept of multiplier 1. If an event classifier is testified to incorporate the concept of

multiplier 1, I will include it in my classifier portion. Otherwise, I will not discuss

such a classifier in any of the portions that I propose. According to my linguistic

sense and the use of yi-multipler, thirteen typical and apt identification event

classifiers are listed in Table 20. The examples of jiand /%, qi3 Z£, tongl 7%, zhuangl

/% and zongl 5% have been demonstrated above, and examples (79) to (84) represent

the rest of the examples of event classifiers such as banl 77 bi3 &, chang3 %5,

chul £#, dang3 7z, mu4 5% pan2 #¥ and rend /% in Table 20.

Table 20: 13 Event Classifiers Testified as Classifiers
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banl I yil banl feiljil jian4 {4 yil jian4 yidwaid tongl ¥ yil tong1 dian4hua4
— PR — RS —IBEEE
bi3 & yil bi3 mai3mai4 mud % yil mu4 qing2jing3 zhuangl #%& | yil zhuangl yidwai4
—HEHH —mE R —tGEES
chang3 15 | yil chang3 yinlyue4ju4 | pan2 yil pan2 qi2 zongl 5% yil zongl yidwai4
— I SR —HE —FEEIh
chul yil chul gelwu3ju4 qi3 #& yil qi3 yidwai4
— iR =0
dang3 2 | yil dang3 guo2piand rend {F yil ren4 zong3tong3
— el R —{E&HAR
(79 — ¥ K = —x 1 IR
yil banl feiljil yil yil feiljil
one C airplane one one airplane

‘one airplane’

‘one airplane’

A process from taking off to landing is metaphorically viewed as one entity, that is

the concept of multiplier 1. Thus, yil banl feiljil —Iff% is equal to one

airplane.

80 — %= HH
yil bi3  mai3mai4
one C commerce

‘one piece of commerce’

yil

one

x 1 HE
yil mai3maid
one commerce

‘one piece of commerce’

A commerce or commercial process is one which has a starting point and a complete

end point and also has the concept of the multiplier 1. Thus, bi3 £ is also regarded

as a classifier because bi3 Z& incorporates the concept of multiplier 1.

(81) a.

one C

%

‘one music play’

paNg

v
=

Bl
yil chang3 yinlyuedjud

music play

= — x 1
yil yil

one

EES

yinlyue4ju4

one music play

‘one music play’

= — X

1

Ere
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yil chul gelwu3jus yil yil  gelwu3jud
one C songand dance drama  one one song and dance drama
‘one song and dance drama’ ‘one song and dance drama’

c. — w BE = — x 1 1EF

yil mu4 qing2jing3 yil yil  qging2jing3

one C scene one one  scene

‘one scene’ ‘one scene’
A music play or a song and dance drama or a scene all have a starting point and an
end point. Such a distance from starting point and an end point is metaphorically
regarded as one entity, that is the concept of 1. Thus, chang3 £3, chul 47 and mu4

all have the concept of multiplier 1.

(82) — 1& Fi = — x 1 Fi
yil dang3 guo2pian4 yil yil guo2piand
one C Chinese movie one one Chinese movie
‘one Chinese movie’ ‘one Chinese movie’

A schedule for a movie from the point of going into the theater to that of coming out

of the theater is also the concept of 1. Thus, dang3 /= also has the concept of

multiplier 1.

(83) — B = — x 1 i
yil pan2 qi2 yil yil qi2
one C chess one one  chess
‘one board of chess’  ‘one board of chess’

To play a game of chess from start to end is a complete process. Thus, it can be
viewed as having the concept of 1.
(84) — (£ # = — x 1 45

yil rend zong3tong3 yil yil zong3tong3
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one C presidency one one presidency
‘one presidency’ ‘one presidency’

Yil rend zong3tong3 —/74#47 does not represent one president, but the term of
office for being a president. Because the term of office of a president has a beginning

point and an end point, such a process can also be viewed as having the concept of 1.

The above evidences and inferences further support my hypothesis that kind

classifiers should not be treated as classifiers and that it is possible that event

classifiers may be classifiers is correct. In the following, except for seventy-six

classifiers that I re-classify from one hundred and seventy-three classifiers, 1 will

also include thirteen re-classified event classifiers in Table 20 in the following

classifier portion. If the same classifiers both appear in the seventy-six classifiers and

thirteen event classifiers, I will regard them as occurring once in my classifier

portion such as banl #7 bi3 &, dang3 £z, jian4 /%7, qi3 # and zongl 5% Thus, there

are eighty-three classifiers in classifier portion.

Because the analysis processes are the same as the above sections, they will be

omitted and only the words of three portions are presented in the following.

4.1.4.1 Words Re-classified as Classifiers

Eighty-three classifiers are re-classified as classifiers are presented below.

Table 21: 83 Words of Classifiers in Huang et. al. (1997) ‘Mandarin Daily

Dictionary of Chinese Classifiers’

ben3 & yil ben3 shul jian4 & yil jian4 dadyil ting3 # yil ting3 jil giang1

N —fFARAK —HERAE

bi3 & yil bi3 shoulru4 jied £\ yil jie4 shulshengl tongl yil tong] dian4hua4
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—ZEUA —rEE —IMEEE

bing3 f/ yil bing3 fu3tou2 jingl ¥ yil jingl bai2fa3 tou2 5§ yil tou2 dadxiang4
— IR —&RE —HARE

ced fiit yil ce4 shul jud A yil ju4 kou3hao4 wanl & yil wanl ming2yue4
—ift —/H] 5% —&HIH

chang3 % | yil chang3 yinlyuedjud4 | jud B yil jud shilti3 wanl & yil wanl liu2shui3
— I SR —H ek —ERK 2!

chul #fy yil chul gelwu3ju4 juan3 & yil juan3 ludyinldai4 | wan2 A, yil wan2 yao4wan2
— iR —EHE —NEER,

chu4 & yil chu4 shanglkou3 kel yil kel songlshu4 wei3 BB yil wei3 yu2
—RE0 — R —RA

chuang2 fR | yil chuang2 mian2bei4 | kel 5§ yil kel xilgual weid fir yil wei4 lao3shil
—RARE —REPER —{i AT

chuang2 If& | yil chuang? lou2fang2 | li4 HiL yil 1i4 hong2dou4 Xi2 & yil xi2 dong3shi4
— g — AL —EHEE

dang3 £ yil dang3 gu3piao4 liang4 &R yil liang4 jing3chel xi2 B8 yil xi2 bo2shal
— s — R —EEHL)

dao4 iE yil dao4 zhuanlqiang2 mei2 #¢ yil mei2 jiang3zhangl | yuan2 § yil yuan2 da4jiang4
—IERE — R —BRF

ding3 J§ yil ding3 mao4zi mian4 & yil miand jing4zi ze2 HI yil ze2 xiao4huad
—JHIE+ —HHE T —HIZEE

ding4 §€ yil ding4 yuan2bao3 ming2 % | yil ming2 xue2shengl | zhan3 2% yil zhan3 dengl
—$ETHE —HEE — 35

dong4 B yil dong4 da4 lou2 mu4 & yil mu4 qing2jing3 zhangl 5§ yil zhangl chunag2
—IRAAE —HEER —RIK

du3 £ yil du3 giang2 pan2 #& yil pan2 qi2 zhaol 8 yil zhaol cedliie4
— — R —IaRns

duo3 4% yil duo3 mei2guil pil UT yil pil ma3 zheng4 g yilzheng4 jie2hunlzhao4
— LB —LtE —IHsS A

fal &% yil fal zi3dan4 pianl & yil pianl wen2zhangl | zhil H yil zhil jiu3tan2
— —fRaE — PR

fangl 75 yil fangl yin4zhangl gi2 Bk yil qi2 dao4tian2 zhil £ yil zhil shudzhil
—JjEIE —IEFEH —H R

fengl & yi4 fenglxin4d qu3 yil qu3 liu2xing2gel | zhil & yil zhil maol
—EHE —fRATER — &5

fu2 iig yil fu2 hua4 que4 3§ yil que4 gu3ci2 zhi3 4% yil zhi3 gie4jie2shul
—iEE —REE —HRUIEE

1 Question marks represent that I adopt the author’s opinion because my linguistic sense is not enough to
identify if this word is a classifier.
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gan3 f& yil gan3 giangl rend {£ yil ren4 zong3tong3 zhou?2 & yil zhou2 hua4
—1RE —{E4E% —HliE

genl fR yil genl tou2fa3 shan4 & yil shan4 men2 zhul #: yil zhulyinglhual
—IREEEE — R —HRIEHE

ge & yil ge ren2 shengl B | yil shengl jianljiao4 | zhu4 ¥ yil shu4 dian4xiandganl
—{EA — RN — LR AT

guan3 ‘& yil guan3 mao2bi3 shou3 & yil shou3 er2gel zhu4 ¥F yil shu4 xiangl
—EEE —HE 5 —FE

jid g0 yil ji4 zuo3goulquan2 saol f8 yil saol chuang2 zhuangl #& | yil zhuangl yidwai4
—EAAE — AL — &R

jid B yil jie4 qiang2xinlji4 suo3 Bt yil suo3 dadxue2 zunl B yil zunl fo2xiang4
— P58 LA —PTRE —E B

jiad 22 yil jia4 feiljil ti2 yil ti2 xuan3ze2ti2 zuo4 E& zil zuo4 shanl
— At — R — L

jianl ff yil jianl shuldian4 tiao2 fg& yil tiao2 wei2jingl
—HEE —feRIE s

4.1.4.2 Words Re-classified as Xc and Xm

In the following, twenty-one Xc and Xm are listed.

Table 22: 21 Words of Xc and Xm in Huang et.

Dictionary of Chinese Classifiers’

al. (1997) ‘Mandarin Daily

ba3 - ba3 ft ¢ yil ba3daolzi ba3 f@ m yil ba3daolzi
—{uJ)F —JIF

banl ¥t banl ¥t c yil banl feiljil banl Ht m yil banl xue2shengl
— i —PrEE

ban4 3 ban4 3 ¢ yil ban4 hualban4 ban4 #E m yil ban4 mei2guil
—HEFEH — B

bu4 bu4 I ¢ yil bu4 shul bu4 #; m yil bu4 shul
—iE —iE

dian3 %& dian3 Bk ¢ | yil dian3 zhulshalahi4 | dian3 Bt m yil dian3 tang2
RS — B

fend 43 fend 43 ¢ yil fen4 bao4gao4 fend 53 m yil fen4 qing2yi4
— sy —5IER

fend 53 fend 53 ¢ yil fen4 bao4gao4 fend {5 m yil fen4 qing2yi4
—{Hd —EE

jialz jials c yil jial gonglsil jialZ m yil jial ao4zhoulren2
—ZR/AH] —ZBMA
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jie2 & jie2 ffic yil jie2 chelxiangl jie2 §fim yil jie2 ganlzhe4
—HiEL —EiTHE

kou3 ™ kou3 O ¢ yil kou3 jing3 kou3 O m yil kou3 zhudya2
—OFF — IS

kuai4 B8 kuai4 B ¢ | yil kuai4 roud kuai4 & m yil kuai4 roud
—BRR —BRA

lun2 & lun2 & c yil lun2 ming2yue4 lun2 & m yil lun2 bi3sai4
—HwHIH — Rt

U3 & 3@ c yil 1ii3 xian4 U3 @ m yil 1ii3 qinglyanl
—H —E

men2 F§ men2 F5 ¢ yil men2 dadpaod men2 F¥ m yil men2 shenglyi4
—FIKH —FIER

pian4 K pian4 | ¢ | yil pian4 shudye4 piand /§ m yil pian4 shudye4
—F i —F felEE

gi3 #& gi3#c yil qi3 yidwai4 gi3 #E m yil qi3 ren2ma3
—HREES —HAE

tai2 & tai2 & c yil tai2 dian4shi4 taic & m yil tai2 gelzai3xi4
—BEH — B

xian4 &3 Xian4 4§ ¢ yil xian4 cheldao4 xian4 &8¢ m yil xian4 xilwang4
—4REH — A

ye4 B yed B ¢ yil ye4 pianlzhoul yed EEm yil ye4 shul
— IR —EEH

zhil X% zhil % ¢ yil zhil gel zhilXx m yil zhil chun2mao2shal
—3EK —RAEL

zongl 5§ zongl 52 ¢ | yil zongl yidwaid zongl 52 m yil zongl huo4wu4
—FES —FEY)

4.1.4.3 Words Re-classified as Measure words

Below, seventy-five measure words are presented.

Table 23:

75 Measure Words in Huang et. al. (1997) ‘Mandarin Daily Dictionary of

Chinese Classifiers’

ban3 fg yil ban3 xinlwen2 hui2 [|] balshi2hui2 hong2lou2meng4 | piaod B yil piao4 shenglyi4
—RECHT ] NG EIER -2 —HAER

bangl & | yil bangl gonglren2 | huo3 £ yil huo3 giang2dao4 pie3 yil pie3 hu2xul
—HTA —HoRiE —HiERSE

cao2 7 yil cao2 ya2 ji2 & yil ji2 shi2jiel pou2 ¥f yil pou2 tu3
—Har — s —H+
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ceng2 g yil ceng2 lou2 ji2&g yilbai3ji2 lian2xudju4 qi2 #f za2zhi4 didyilqi2
— et —H S HEsEE—H

chong2 & | wan4 chong?2 shanl ji2 & cong2shul didyilji2 quanl yil quan2 liu3shu4
=i HEE — Rl

chuan4 & | yil chuan4 fo2zhul jiel & yil jiel lou2til qun2 &% yil qun2 peng2you3
— ek — s —BEIE

cong2 #& | yil cong2 ye3cao3 jie2 & yil jie2 zhu2zi shenl & yil shenl yilshang
— I EL —# —BREE

cud % yil cud mei2guil jind i yil jin4 fang2zi shud 3® yil shu4 xianlhual
—TEEHR —HERET — AL

cuol ¥ yil cuol mao2fa3 juan4 & za2zhi4 didyiljuan4d shuangl 8 | yil shuangl xie2
—iREE B —5 —EeE

da3 T yil da3 qianlbi3 kel yinglwan2yilkel sil &% yil sil roud
—FT8HEE JEX—F} —&RA

dai4 X shang4 yil dai4 ren2 | Ke4 2% yil ke4 niu2pai2 tail f& yil tail xiao3gou3
E—A —&4 5k —Ha/Nfa

daid yil dai4 yu2cunl ked g yil ke4 shudxue2 tanl & yil tanl shui3
—r kT —EREEE —#K

dil 75 yil dil yan3lei4 kuan3 K didyilkuan3 guilding4 tang2 & yil tang2 jialju4
—HHRIR E—EE —HFE

die2 B yil die2 chaolpiao4 kun3 #f yil kun3 dao4cao3 taod E yil tao4 canljud
— B — AR —E8A

duan4 E% | yil duan4 ganlzhe4 lan2 1 yil lan2 xinlwen2 tied ik yil tie4 zhonglyao4
— B HTE — R — I

duil H# yil duil tu3 lian2 B erdlian2shoulju4 yil tuan2 shi4bing1
—HEt g —E+ I

duid B¢ yil dui4 shi4bingl lied 5| yil lie4 luo4tuo2 tuo2 g yil tuo2 nai3you2
—Fttx —FIEsEE — IR

duid %f yil dui4 fulqil liu3 g% yil liu3 tou2fa3 weid hunlcai4 wu3weid
—¥kE —HBEESE EOF IS

fang2 & yil fang2 er2sunl lud p% yil lu4 ren2ma3 xiang4 7§ xing2fa3 di4tilxiang4
— 5 itk —EEASE s —IE

fu2 g yil fu2 zhonglyao4 luod % yil luo4 bao4zhi3 yed B yil ye4 shul
—RrpgE —ERA —HZE

fud g1 yil fu4 kuaidzi 103 % yil i3 buddui4 zhal & yil zhal zhi3hual
—RIEET i —BRARAE

gu3 K yil gu3 xianglqi4 pai2 g yil pai2 shidbing1 zhangl 8 | didyilzhangl neidrong2
—HER —Hrh FENE

guas #} yil gua4 fo2zhul peng3 ¥ yil peng3 shal zhenl ¢t yil xhenl giang2xinlji4
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— TR —Hh —$HR 07
hang2 7 | yil hang2 liu3shu4 pil fit yil pil huo4 zhuol % yil zhuol cai4
— TR —fitE — Y
hud & yil hu4 nong2min2 pi3 T yil pi3 bu4 zu3 &4 yil zu3 ren2yuan2
—FER — UL —4 AR

4.1.4.4 Inapplicable Words

Hao4 7# in Table 24 is a word which is used to mark number, rather than calculate

the number of objects, for example, roads. Hao4 ## is not like ben3 A in yil ben3

shul —AZ denoting the sailent perceptual properties of the associated nouns or

jiand 7 in yil jiand yidwai4 —/£ &5} having the concept of multiplier 1. Thus,

hao4 7% is neither a classifier nor a measure word. I thus give it an NA (not

applicable) mark and exclude it from our analysis.

Table 24: NA (not applicable) Words in Huang et. al. (1997)‘Mandarin Daily

Dictionary of Chinese Classifiers’
haod %% ‘ZE—HJEEEE

4.1.5 Gao and Malt (2009)

Gao and Malt (2009) provide a list which includes one hundred and twenty-six
commonly recognized Mandarin Chinese classifiers. These one hundred and
twenty-six Mandarin Chinese classifiers are collected from Chinese books,
newspapers, dictionaries, and causal conversations between Malt and Gao and the
other native Chinese speakers and their own knowledge of Chinese. Gao and Malt
(2009) mention that six native speakers of Mandarin Chinese from Beijing (three

graduate students at Lehigh University and three college-educated spouses of
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graduate students) were paid to check if these one hundred and twenty-six classifiers

are commonly used in Mandarin Chinese.

Even if Malt and Gao think that these one hundred and twenty-six classifiers are

very reliable and familiar to college-educated speakers of Mandarin Chinese because

they tested these one hundred and twenty-six classifiers again and again, I am able to

point out certain defects in the list of these one hundred and twenty-six classifiers. As

mentioned above in Section 4.1, a Mandarin Chinese classifier categorization

proposed by Malt and Gao also does not provide any precise classification to show

how an ambiguous classifier should be treated as a classifier or as a measure word

and also includes measure words in their classifier categorization. As a result, I will

re-classify the one hundred and twenty-six classifiers into three portions and the

analysis processes will be omitted because they are the same as the above sections.

4.1.5.1 Words Re-classified as Classifiers

According to my re-classification, seventy-one classifiers are presented below.

Table 25: 71 Words of Classifiers in Gao and Malt (2009)

ben3 & yil ben3 shul jianl i yil jianl shuldian4 suol £ yi suol zi3 dan4
—AF —[EEE — T

bi3 & yil bi3 shoulru4 jian4 & yil jian4 dadyil suo3 Fff yil suo3 dadxue2
—ZEIA — R —FTRE

ced fi yil ce4 shul jud a1 yil ju4 kou3hao4 tang4 8 yil tang4 huo3chel
—fhE —HJ 5% — ik K ?

chang3 1% yil chang3 yinlyue4ju4 | jud B yil ju4 shilti3 tiao2 {& yil tiao2 wei2jing1
—ISEEE —Hhd —{REM

chul #y yil chul gelwu3ju4 kel yil kel songlshu4 ting3 #£ yil ting3 jilgiangl
—H R —RREAE —Et¥e
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chu4 & yil chu4 shanglkou3 kel ¥8 yil kel xilgual tou2 g yil tou2 dadxiang4
—RR G —FEPER —HARE

chuang2 R | yil chuang2 mian2bei4 | li4 HiL yil 1i4 hong2dou4 wan2 A, yil wan2 yao4wan2
—RARHE —HI&L —REEN

chuang2 i | yil chuang? lou2fang2 liang4 &4 yil liang4 jing3chel weid fiz yil wei4 lao3shil
—lERE — — (AT

dao4 ¥ yil dao4 zhuanlgiang2 | long3 BB yil long3 tian2 Xi2 & yil xi2 dong3shi4
— IR —HEH —EHEE

ding3 T§ yil ding3 mao4zi mei2 ¥ yil mei2 jiang3zhangl | xingl & yil xingl you2
—JHIE+ —titEEs —EH ?

dong4 & yil dong4 da4 lou2 mian4 [ | yil mian4 jingdzi yan3 iR yil yan3 jing3
—BRAME —TH T —ARH:

dong4 J[E yil dong4 giao2 ming2 4 | yil ming2 xue2shengl | ze2 RI] yil ze2 xiao4hua4
— A& ? —HEBE —HIIZEE

du3 &2 yil du3 giang2 mu4 & yil mu4 qing2jing3 zhan3 2 yil zhan3 dengl
— g —REIER —

duo3 4% yil duo3 mei2guil pan2 & yil pan2 gi2 zhan4 5 yil zhan4 judli2
—IRE —REH — IR ?

fal & yil fal zi3dan4 pil T yil pil ma3 zhangl 5§ yil zhangl chunag2
—E o —It5 —iRIR

fengl & yi4 feng1xin4 pianl & yil pianl wen2zhangl | zhaol yil zhaol ce4liie4
= —fRE —HaRs

fu2 iig yil fu2 huad qi2 BE yil qi2 dao4tian2 zhil f% yil zhil shudzhil
—lEE — MRS — R ft

gan3 f& yil gan3 giangl qi3 # yil qi3 yidwaid zhil & yil zhil maol
—1RE —HERSH —&5H

genl f& yil genl tou2fa3 qu3 g yil qu3 liu2xing2gel zhou? B yil zhou?2 hua4
—IREEEE — iR —HlE

ge & yil ge ren2 rend {£ yil ren4 zong3tong3 zhul #f yil zhulyinglhual
—{EA —{E&AR — AT

guan3 ‘& yil guan3 mao2bi3 shan4 g yil shan4 men2 zhuangl #& | yil zhuangl yidwai4
—EEE — —H&ES

jid | yil jie4 qiang2xinlji4 shengl B | yil shengl jianljiao4 | zunl BEL yil zunl fo2xiang4
— P58 LR — RN —Eiffh:

jiad 22 yil jia4 feiljil shou3 & yil shou3 er2gel zuo4 & zil zuo4 shanl
— At —HE — L

jiad # yil jia4 ma3chel saol {8 yil saol chuang2

—BEE ?

—f
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4.1.5.2 Words Re-classified as Xc and Xm

Eighteen Xc and Xm are presented below after re-classifying the one hundred and

twenty-six classifiers.

Table 26: 18 Words of Xc and Xm in Gao and Malt (2009)

ba3 ba3 fc yil ba3daolzi ba3 f@ m yil ba3daolzi
—ieJ)T —J)+

banl banlIf c yil banl feiljil banl I m yil banl xue2shengl
— et —hEE4

ban4 3 ban4 3 c yil ban4 hualban4 ban4 ¥ m yil ban4 mei2guil
—HACH —HRECR

bu4 Zf bu4 & ¢ yil bu4 shul bu4 #; m yil bu4 shul
—HE —HE

dian3 Bt dian3 Bt ¢ | yil dian3 zhulshalahi4 | dian3 Bt m yil dian3 tang2
—BEIRIDRE — Rl

fend {53 fend {53 ¢ yil fend baodgao4 fend {3 m yil fend ging2yi4
—f{r s —1EE

jials jilalz:c yil jial gonglsil jial® m yil jial ao4zhoulren2
—RAH —FHMA

jie2 & jie2 ffic yil jie2 chelxiangl jie2 i m yil jie2 ganlzhe4
—HiE —EiTHR

kou3 1 kou3 [ ¢ yil kou3 jing3 kou3 CI'm yil kou3 zhudya2
—OH — e

kuai4 Bi kuaid B8 ¢ | yil kuai4 roud kuai4 B2 m yil kuai4 rou4
—BRA —BRA

lun2 & lun2 & c yil lun2 ming2yue4 lun2 & m yil lun2 bi3sai4
—HwHIH —HRth

U3 & U3 & c yil lii3 xian4 U3 & m yil li3 ginglyanl
—Hy —EE

men2 5 men2 F9 ¢ | yil men2 dad4paod men2 9 m yil men2 shenglyi4
—FIKHi —FIERE

pian4 K pian4 | ¢ | yil pian4 shudyed piand § m yil pian4 shudye4
—F i — i felEE

tai2 & tai2&c yil tai2 dian4shi4 tai2 &m yil tai2 gelzai3xi4
—BEHR — B

xian4 &3 xiand &g ¢ | yil xian4 cheldao4 xian4 &g m yil xian4 xilwang4
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—4REHE — R

zhil X% zhil % ¢ yil zhil gel zhil ¥ m yil zhil chun2mao2shal
— 3K —RAEL

zongl 5% | zongl5E ¢ | yil zongl yidwai4 zongl 5 m yil zongl huodwu4

SRR

—EaY)

4.1.5.3 Words Re-classified as Measure words

Thirty-seven measure words that should not

be included in

categorization are listed below.

Table 27: 37 Words of Measure words in Gao and Malt (2009)

the classifier

bian4 ¥ yil bian4 da4suan4 liu3 & yil liu3 tou2fa3 tied g yil tie4 zhonglyao4
—HER —4BTHEE —firp g

cuol & yil cuol mao2fa3 ma3 i yil ma3 shi4 tuan2 & yil tuan2 shi4bing1l
—EE —HE —E+Ix

dil & yil dil yan3lei4 pao4 yil pao4 niao4 tuo2 ¢ yil tuo2 nai3you2
—HRIR —PR —IEWH

duan4 E& | yil duan4 ganlzhed pie3 i yil pie3 hu2xul wei4 kg hunlcai4 wu3wei4
—BHTE —HliEEss HE TR

duid %f yil dui4 fulqil gi2 #1 za2zhi4 didyil qi2 wol & yil wol xiao3gou3
—¥kE HEstE I —&/NE

dun4 g yil dun4 fad giangl ji% man3 giangl redcheng2 | xiang4 I§ xing2fa3 didtilxiang4
—UHER TRAHEEAGEK A —1H

gu3 % yil gu3 xianglqi4 quanl B yil quan2 liu3shu4 ya2 o yil ya2 julzi
—HER — PSS — &t

guas #} yil gua4 fo2zhul shenl & yil shenl yilshang yed H yil ye4 shul
—HMhER —HAREE —HE

husd & yil hu4 nong2min2 shu4 3® yil shu4 xianlhual zhangl 2 | didyilzhangl neidrong2 &5
—FREE — IR —ENE

jio & yilbai3ji2 lian2xudju4 | sil &% yil sil roud zhen4 [ yil zhen4 ren2chao2
—EEREER —%RA — P A

jie2 & yil jie2 zhu2zi tail fig yil tail xiao3gou3 zhuol £ yil zhuol cai4
— BT —Ha/Ne —HRE

jied & yil jie4 guan4junl tanl & yil tanl shui3
—JE — K

juand % za2zhi4 didyiljuand tang2 & yil tang? jialju4
HEEE—E —HFE
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4.2 True Classifiers

According to the above re-classifications of Mandarin Chinese classifiers from
Section 4.1.1 to Section 4.1.5 (Chao 1968, Erbaugh 1986, Hu 1993, Huang et al.
1997 and Malt and Gao 2009), five groups of the classifier portion, the Xc and Xm
portion and the measure word portion are given. Moreover, five groups of the
classifier' portion of Chao (1968), Erbaugh (1986), Hu (1993), Huang et al. (1997)
and Gao and Malt (2009) are also obtained. In the following, I will carry out further
investigations on the basis of the words in these five groups of classifiers. In Section
4.2.1, the intersection method and union method in mathematics will be used to find
core classifiers and non-core classifiers in the five groups of classifiers. In Section
4.2.2, a questionnaire experiment on identifying classifiers is used to examine the
possibility for non-core classifiers to become true classifiers. Finally, the ultimate
goal is to offer a group of true classifiers.

4.2.1 Core Classifiers and Non-core Classifiers

The intersection method and union method in mathematics are adopted in order to
find core classifiers and non-core classifiers. In the following, I will individually
discuss core classifiers through use of the intersection method and non-core
classifiers through use of the union method.

First, core classifiers are obtained through use of the intersection method. In

12 Classifier here refers to both the classifier portion and Xc portion that have been mentioned in
Table 7.
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mathematics, the intersection (denoted as M) of two sects A and B is the set that

contains all of the elements of A that also belong to B (or equivalently, all of the

elements of B that also belong to A), but no other elements. The figure of the

intersection of two sets is as shown below. T. Givén (1986) mentions that the shaded

area in Figure 5 represents members which display all two ‘characteristic’ properties.

They are ‘the most typical’ members of the category, i.e., the prototype of the

category.

Figure 5: Intersection of Two Sets

Also T. Givon (1986) mentions that the area where three out of four properties

intersect are still ‘fairly’ typical except the area where four out of four properties

intersect when intersection of four sets. I thus infer that the most typical members,

which are X out of X intersect (X stands for any number), and also that fairly typical

members, which are X-1 out of X intersect (X stands for any number), can be called

core members. As a result, core classifiers in this thesis will be found through the

above inferences of core members consisting of most typical members and fairly

typical members. Below two steps are used to find core classifiers. First, five groups

of the classifier portion are intersected, and then the most typical classifiers are
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obtained. Second, four groups of the classifier portion are intersected, and then fairly

typical classifiers are also obtained. To make a summary of the most typical

classifiers and fairly typical classifiers, twenty-two core classifiers are represented as

in Table 28. These twenty-two core classifiers are not only identified as classifiers by

representative studies but also by my analysis. These twenty-two core classifiers are

also shared by the five representative studies. The above dual certifications support

that these twenty-two core classifiers are indubitable true classifiers.

Table 28: 22 Core Classifiers

ba3 fc | jiand {: pil It weid fir
ben3 A kel 13 piand F/ ¢ zhangl 5
ding3 JH kel ¥H shou3 & zhil £
genl fR kuaid B ¢ saol f& zhil €&
ge | 1i4 i tiao2 {5

jiad 22 liang4 i tou2 G

Next, non-core classifiers are obtained through use of the union method. In set

theory, the union (denoted as U) of a collection of sets is the set of all distinct

elements in the collection as shown in Figure 6.

Figure 6: Union of Two Sets

Take a simple example for instance, A = {1, 2, 3,4} and B = {2, 4, 5, 6}. Thus,

AUB={1,2,3,4,2,4,5, 6} and subtract the reduplicated portion {2, 4} which is

equal to AN B. {1,2,3,4,5, 6} will be obtained.
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However, the shaded area in Figure 6 does not correspond to the condition of

non-core classifiers. The condition of the non-core classifiers in this thesis is that the

non-core classifiers must be in the position outside the core classifiers. Thus, the

shaded area in Figure 6 has to subtract the A N B portion which represents core

classifiers position again. The mathematical formula following represents the the

concept of the non-core classifiers, AUB — 2 x A N B which can be simplified as

[A — (ANB)]+[B — (AN B)]. The shaded area in Figure 7 shows the portion

of the least typical classifiers to which AUB — 2 x A N B refers.

Figure 7: Portion of AUB — 2 x ANB

In this thesis, a mathematical formula, [ A—(A N B) ] + [ B—(A N B) ] is adopted

to find non-core classifiers in the five groups of classifier portion. Table 29 below

shows that non-core classifiers which are obtained through use of the above

mathematical formula.

Table 29: 90 Non-core Classifiers

banl It fengl &} mu4 & xian4 4§ ¢
ban4 ¥ fu2 g pan2 ##% xingl &
bi3 & gan3 1§ pianl & yan3 f§
bing3 A guan3 & qi2 B yed BE
bud I ¢ jid | qi3 #£ yuan2 &5
ced jid E6 qu3 fH ze2 Hi|
chang3 15 jial F ¢ qued zhan3 2




chul #fy jiad ¥ rend £ zhan4 55
chu4d & jianl [ shan4 & zhaol 33
chuang2 £ | jie4 41 shengl A% zheng4 iF
chuang? & | jie2 ff ¢ suol #% zhil A
dang3 Fg jingl & suo3 fifp zhil ¥ ¢
dao4 iH jud ] tai2 &5 ¢ zhi3 4%
dian3 Bf ¢ jud B tang4 4 zhou?2 Hif
ding4 ¢ juan3 & ti2 BH zhul
dong4 kou3 [ ¢ ting3 £ zhu4 £
dong4 Jf long3 EE tong1 zhu4 &
du3 ¥ lii3 &% ¢ wanl & zhuang1 %
duo3 4% lun2 i ¢ wan] & zongl S ¢
fal 2% mei2 ¥ wan2 N, zunl B
fangl 75 men2 5 ¢ weild & zuo4 &
fend 43 ¢ mian4 H xi2 &

fend {43 ¢ ming2 % xi2 BE

According to identical norms to

representative studies, I find that these twenty-two core classifiers are shared by
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re-classify classifiers proposed by these

representative studies. Thus, these twenty-two core classifiers are definitely true

classifiers. Non-core classifiers are not shared by representative studies, so these

non-core classifiers are only classifiers, not true classifiers. However, I think that

there is the possibility for these non-core classifiers to become true classifiers. Thus,

through an obejective questionnaire experiment to double check the possibility for
these non-core classifiers to become definitely true classifiers.

4.2.2 An Experiment on Classifier Identifications

In this section, a questionnaire experiment is adopted to investigate the degree of

possibility by which the non-core classifiers could become definitely true classifiers.
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The methodology, results and discussion are provided below.

Methodology

Our subjects in this questionnaire experiment limit to have a linguistic knowledge

because subjects need linguistic knowledge when they use linguistic-based tests to

differentiate classifiers and measure words. In this experiment, subjects are

twenty-six linguistics graduate school students in National Chengchi University.

They are all Taiwnese and Mandarin speakers and all have received formal linguistic

training. The questionnaire experiment comprises two parts. Part One includes a brief

introduction of using yi-multiplier, de-insertion and ge-substitution to distinguish

classifiers from measure words and a pre-test of classifier identifications. Becasuse

the numeral / adjectival stacking is an optional test, it is not included in the Part 1.

The pre-test contains twenty-six test items with eighteen core classifiers from Table

22 and eight measure words whose multipliers are definitely not 1. (Please refer to

Appendix A for the details of the pre-test). Subjects were asked to do the pre-test

after reading the introduction. No time limit was set for the introduction and the

pre-test. In the pre-test, three options were offered for each test item. If subjects view

the test item as a classifier, they are to circle option C which represents classifiers. If

subjects view the test item as a measure word, they are to circle option M which

represents measure words. Or, if it is possible for the test item to be both a classifier

and a measure word, subjects are to circle option O which represents classifiers and
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measure words. If subjects circle option O, they are asked to write down their

interpretations of the meaning of the classifiers and measure words. If the correctness

in the pre-test has 92 % to 100 %, subjects will be requested to do the formal test.

Totoally twenty subjects are requested to do the formal test. Part Two is composed of

ninety non-core classifiers that are obtained from Table 29. The details of the formal

test are shown in Appendix B. There is also no time limit during the formal test and

three options are also offered for each test item. Subjects are asked to carry out the

formal test in the same way as the pre-test.

Results and Discussion

In the data analysis, I use percentages to represent the statistics. If a subject circles

C (classifiers) once, then the classifiers will be calculated once. If a subject circles M

(measure words) once, then the measure words will be calculated once. Also, if a

subject circles O, O will be counted once. The percentage of three options in each

test item adds to one hundred percent. Table 30 shows the statistics of the results

from the formal test. In the following, two aspects from Table 30 will be discussed.

First, to discuss the relations between these three options from option O’s point of

view: the option O is chosen twenty-four times. This result shows that the subjects

have experienced some degree of confusion over these twenty-four items when

differentiating these twenty-four items as classifies or measure words. The higher the

percentage of the choice of the option O, the more uncertainty the subjects feel. For
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example, the percentage of option O for bi3 Z& is 20 %. And the percentages of the
occurrence of bi3 Z& as a classifier and of bi3 2& as a measure word are 40 % and
40%, respectively. We can thus infer that if the percentage of the occurrence of
option O is high, then the percentages of the occurrence of one word as a classifier
and of one word as a measure word are likely to be concordant. However, this
inference is not absolute because there are some counter-examples. For example, the
percentage of the occurrence of option O of chu4 4% is 10% and the percentage of
the occurrence of chu4 /Z as a classifier and of chu4 /Z as a measure word are 80%
and 10%, respectively, and the percentage of the occurrence of option O of dang3 7=
is 5% and the percentage of the occurrence of dang3 7z as a classifier and of dang3
#2 as a measure word are 65% and 30%, respectively. Although the percentage of
the occurrence of option O of chu4 /&% is higher than that of dang3 £z, the difference
in the percentages of the occurrence of chu4 4 as a classifier and of chu4 4z as a
measure word is larger than that for dang3 7z

Second, the relations among percentages of one word as a classifier and as a
measure word and as option O show the following three phenomena. One
phenomenon is that the percentage of one word as a measure word is over than as a
classifier, such as bud Zjc, U3 Z%c, pan2 £, tang4 &7 and xingl 4. Most subjects
circled option M for bu4 Zfc, 103 4% c rather than option C. This implies that the

properties of bu4 ¢ and 1U3 4% ¢ for being a measure word are more prominent than
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for being a classifier for most subjects. Next, pan2 #¥ and tang4 & are strongly
recognized as measure words by the subjects because the percentages of pan2 2 and
tang4 &7 as a measure word is 50% more than that of pan2 #¥ and tang4 &7 as a
classifier. This implies that pan2 Z¥ and tang4 &7 are measure words for most of
subjects. Last is xingl Z. Although xingl £ is rare in Taiwan Mandarin, most the
subjects regard xingl £ as a measure word. This implies that the subjects tend to
regard a new word as measure word. This further supports that measure words are an
open set and are acceptable to innovations as proposed by Her and Hsieh (2010).

The second phenomenon is that the percentages of one word as a measure word
and as a classifier are equal, such as qi2 #% Unless the number of subjects is
increased, it will be difficult to show if qi2 #% is a classifier or a measure word.

The last phenomenon is the percentages of one word as a measure word and as a
classifier are quite similar, such as jia4 #, long3 Z& and wanl ;& Jia4 Z, long3 Z&
and wanl ;Z may not so common in subjects’ daily lives, or jia4 #, long3 Z& and
wanl ;& may be metaphorical usages in literature, so subjects may have difficulties
in differentiating these words. Thus, the percentages of these words as a classifier

and as a measure word are quite close.

Table 30: Statistics of Non-core Classifiers

No. | Test Items Percentage of Percentage of Percentage of Test Item as both a
Test Items as Test Item as classifier and a measure word (%)

a classifier (%) a measure word (%)




90

1 | banl B ¢" 90 5 5

2 | band ¥ ¢ 100 0 0

3| bi3 & 40 40 20

4 | bing3 1 100 0 0

5| bud ¢ 30 65 5

6 | ced it 70 25 5

7 | chang3 5 95 5 0

8 | chul @ty 100 0 0

9 | chud & 80 10 10
10 | chuang2 £ 70 30 0
11 | chuang? & 95 5 0
12 | dang3 f& 65 30 5
13 | dao4 H 85 10 5
14 | dian3 %k 100 0 0
15 | ding4 $E 100 0 0
16 | dong4 fif 100 0 0
17 | dong iffl 70 20 10
18 | du3 25 95 5 0
19 | duo3 4% 100 0 0
20 | fal 2% 100 0 0
21 | fangl 75 80 20 0
22 | fend 47 ¢ 80 15 5
23 | fend 55 ¢ 75 15 10
24 | fengl %t 100 0 0
25 | fu2 g 100 0 0
26 | gan3 1% 95 5 0
27 | guan3 & 100 0 0
28 | jid 7 95 5 0
29 | ji4 & 95 5 0
30 | jianl [ 100 0 0
31 | jial ¢ 100 0 0
32 | jiad % 55 45 0
33 | jied 11 100 0 0
34 | jie2 i ¢ 100 0 0
35 | jingl % 70 30 0
36 | jud 4] 90 5 5

> C mark is used to symbolize this ambiguous classifier functioning as a classifier rather than as a
measure word. C mark does not appear in the pre-test or the formal test.



37 | jud B 100 0 0
38 | juan3 % 100 0 0
39 | kou3 [ c 100 0 0
40 | long3 BE 55 45 0
41 | lu3 ## ¢ 45 50 5
42 | lun2 #iF ¢ 85 10 5
43 | mei2 Y 100 0 0
44 | men2 f ¢ 95 5 0
45 | mian4 A 100 0 0
46 | ming2 % 100 0 0
47 | mu4 # 75 25 0
48 | pan2 % 20 70 10
49 | pianl & 100 0 0
50 | qi2 #E 50 50 0
51 | qi3 #8 100 0 0
52 | qu3 il 100 0 0
53 | qued B 90 10 0
54 | rend (L. 80 20 0
55 | shand 7 90 5 5
56 | shengl % 95 5 0
57 | suol #£& 70 25 5
58 | suo3 fif 100 0 0
59 | tai2 & ¢ 100 0 0
60 | tang4d 4 25 75 0
61 | ti2 B 100 0 0
62 | ting3 fi£ 85 10 5
63 | tongl #H 85 15 0
64 | wanl & 80 10 10
65 | wanl & 55 40 5
66 | wan2 A, 100 0 0
67 | weil & 100 0 0
68 | xi2 5 95 5 0
69 | xi2 BE 75 15 10
70 | xiand 4§ c 85 10 5
71 | xingl £ 35 55 10
72 | yan3 iR 95 5 0
73 | yed E ¢ 100 0 0
74 | yuan2 & 100 0 0

91
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75 | ze2 HIl 100 0 0
76 | zhan3 2 100 0 0
77 | zhan4 1§ 60 40 0
78 | zhaol ¥4 90 10 0
79 | zheng4 15 100 0 0
80 | zhil H 100 0 0
81 | zhil 7 ¢ 100 0 0
82 | zhi3 &K 95 0 5
83 | zhou? 90 5 5
84 | zhul 90 10 0
85 | zhu4 £ 95 0
86 | zhud ¥ 95 5 0
87 | zhuangl ¥ 90 10 0
88 | zongl & 100 0 0
89 | zunl & 100 0 0
90 | zuo4 & 100 0 0

After discussing the relations between the three options, Table 31 shows the

percentage of test items as a classifier from high to low. In Table 31, I strictly

stipulate that only test items with a 100% identification as a classifier are true

classifiers because these test items are not only classifiers that mentioned in Section

4.2.1 but also objectively reconfirmed as classifiers by twenty subjects. The above

dual certifications support that test items with a 100% identification as a classifier

are true classifiers. There are a total of thirty-nine test items with a 100%

identification as a classifier in Table 31. These thirty-nine test items are thus

definitely true classifiers under my stipulation. The remaining test items are

classifiers, but they are not true classifiers because they violate my stipulation that

only test items with a 100% identification as a classifier are true classifiers. Merely,
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the remaining test items are closer to true classifiers if the percentage of the test

items as a classifier is higher. For example, test items with a score of 95% are closer

to true classifiers than those with one of 90%. Then, test items with a score of 90%

are closer to true classifiers than those with one of 85% again.

Table 31: Percentage of Test Items as a Classifier in Non-core Classifiers

No. | Test Item Percentage of Test No. | Test Item Percentage of Test
Items as a classifier (%) Items as a classifier (%)
1 | ban4 ¥ c 100 46 | men2 9 ¢ 95
2 | bing3 100 47 | shengl 2 95
3 | chul &f 100 48 | xi2 J&& 95
4 | dian3 %k ¢ 100 49 | yan3 iR 95
5 | ding4 $E 100 50 | zhi3 4% 95
6 | dong4 fift 100 51| zhud £ 95
7 | duo3 Z& 100 52 | zhud fF 95
8 | fal 3% 100 53 | banl ¥t ¢ 90
9 | fengl £ 100 54 | jud 4] 90
10 | fu2 g 100 55 | qued 90
11 | guan3 & 100 56 | shan4 &5 90
12 | jianl [ 100 57 | zhaol ¥4 90
13 | jial ZF ¢ 100 58 | zhou2 Hf 90
14 | jied 71 100 59 | zhul f 90
15 | jie2 ffi c 100 60 | zhuangl #%& 90
16 | jud E 100 61 | daod 75 85
17 | juan3 & 100 62 | lun2 ¥ c 85
18 | kou3 [ ¢ 100 63 | ting3 #E 85
19 | mei2 £ 100 64 | tongl iH 85
20 | mian4 [& 100 65 | xian4 4% c 85
21 | ming2 % 100 66 | chud j& 80
22 | pianl & 100 67 | fangl 5 80
23 | qi3 #E 100 68 | fend 43 ¢ 80
24 | qu3 ff 100 69 | rend {+ 80
25 | suo3 Fir 100 70 | wanl & 80
26 | tai2 & ¢ 100 71 | fend {77 ¢ 75
27 | ti2 @ 100 72 | mud & 75
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28 | wan2 A, 100 73 | xi2 BE 75
29 | wei3 & 100 74 | ced ffft 70
30 | yed T ¢ 100 75 | chuang2 R 70
31 | yuan2 & 100 76 | dong4 [ 70
32 | ze2 HI| 100 77 | jingl % 70
33 | zhan3 = 100 78 | suol £ 70
34 | zheng4 i 100 79 | dang3 F& 65
35| zhil H 100 80 | zhan4 It 60
36 | zhil Y ¢ 100 81 | jiad4 & 55
37 | zongl 5F ¢ 100 82 | long3 BE 55
38 | zunl B 100 83 | wanl J& 55
39 | zuo4 FE 100 84 | qi2 HE 50
40 | chang3 5 95 85 | lid 4 c 45
41 | chuang? If& 95 86 | bi3 Z& 40
42 | du3 5 95 87 | xingl £ 35
43 | gan3 1§ 95 88 | bud #f ¢ 30
44 | jid 7 95 89 | tang4 25
45 | ji4 =2 95 90 | pan2 % 20

Because the twenty-two core classifiers in Section 4.2.1 and the thirty-nine

non-core classifiers in this section are definite true classifiers, both of them compose

true classifiers which are a group of definitely true classifiers. Sixty-one true

classifiers are shown in Table 32.

Table 32: 61 True Classifiers

ban4 ¥ c jial F ¢ ming2 % yed B ¢
ba3 #fH ¢ jiad 28 pil T yuan2 B
ben3 A& jianl [&] pianl & ze2 Hi]
bing3 A jian4 4 piand | ¢ zhan3 =
chul #fy jie2 ffi ¢ qi3 #2 zhang1 5
dian3 Bfic | jied 41 qu3 i zheng4 15
ding3 TH jud B shou3 & zhil & ¢
ding4 $¢ juan3 & saol f& zhil H
dong4 i kel suo3 fff zhil £
duo3 4 kel J& tai2 5 ¢ zhil &
fal &% kou3 [ ¢ ti2 RH zongl 5% ¢
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fengl £ kuai4 ¥ ¢ tiao2 f§& zunl B
fu2 g 1i4 i1 tou2 §H zuo4 JBE
genl fR liang4 wan2 AL
ge {[& mei2 ¥ weid &
guan3 & mian4 [H] weid fif

4.3 A Semantic Categorization of True Classifiers

Hsieh (2009) proposes that classifiers will profile the noun behind the classifier.
For example, yil tiao2 gou3 —/%/%7 and yil zhil gou3 —£7z. A classifier tiao2 /%
profiles the long shape of dogs while a classifier zhil £ profiles the animate
character of dogs. The above two collocations with same nouns but different
classifiers result in emphasizing the different portions of the noun. The reason is that
classifiers have their own semantic meanings and belong to different semantic
categories on the basis of their semantic meanings. Traditionally, semantic
categorizations of Mandarin Chinese classifiers are arranged in a top-down form.
Top-down parsing is a strategy of analyzing unknown data relationships by
hypothesizing general parse tree structures and then considering whether the known
fundamental structures are compatible with the hypothesis. Thus, a top-down form
hypothesized the semantic categorizations of Mandarin Chinese classifiers first and
then places Mandarin Chinese classifiers in their compatible categorizations.

However, many defects are found in such semantic categorizations of Mandarin
Chinese classifiers. For example, a semantic categorization of Mandarin Chinese

classifiers from Hu (1993) is shown in Appendix C. Two defects in Hu’s top-down
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semantic categorizations of Mandarin Chinese classifier may be pointed out. Fisrst,

one classifier may simultaneously belong to more than one category. For example, a

classifier zhil Zin Hu (1993) belongs to four categories such as four-legged big

animals, four-legged small animals, birds and arrangement. The classifier tiao2 /% in

Hu (1993) also belongs to four categories such as big four-legged animals, fish, long

and flexible objects and clothing for the lower body.

Second, the semantic meanings of classifiers are not complete and precise

resulting in some acceptable collocations for classifiers and nouns being excluded in

Hu (1993). For example, a classifier ba3 77 in Hu (1993) is regarded as belonging to

the hand tool category, but yil ba3 xiao3ti2qin2 —#2/\fZZF and yil ba3 yi3zi —

#2457 are not hand tools. Also, the classifier jian4 /% in Hu (1993) is regarded as

belonging to the category of clothing for the upper body category, but jian4d /% can

occur with other nouns such as in yil jian4 wan2jud —/Z:Zp A or yil jiand yidwaid

—EES)

The opposite of top-down form is bottom-up form. Bottom-up parsing is a strategy

for analyzing unknown information that attempts to identify the most fundamental

units first, and then to infer higher-order structures from them. Thus, a bottom-up

form identifies Mandarin Chinese classifiers at the bottom and then infers higher

levels from the bottom. This thesis finds that bottom-up form can avoid the two

defects that I observed in Hu (1993) top-down categorization. As a result, the form of
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the semantic categorization of Mandarin Chinese classifiers in this thesis will adopt a

bottom-up form. The way of semantic categorization of Mandarin Chinese classifers

in this thesis is to offer a brief description of the core semantic meanings of sixty-one

true classifiers based on the Mandarin Daily Dictionary of Chinese Classifiers

(Huang et. al 1997) and to make use of a bottom-up form to do with a semantic

categorization that starts from the semantic meanings of each classifier to the highest

general level, namely discrete level. Table 33 shows sixty-one true classifiers and

their brief descriptions of the semantic meanings.
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Table 34 shows sixty-one true classifiers and the semantic categorizations of these

sixty-one true classifiers. Each classifier starts from the lowest specific level, namely

sematic meanings of each classifier, to the highest general level, namely discrete
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level. Such a bottom-up form avoids the acceptable collections which are excluded in

Hu (1993).

Table 34: Sixty-one True Classifiers and Their Bottom-up Semantic Categorizations

True Classifiers | Categorization (Low — high)

zeflE] dizcrete

kou3 [

tianZ f§

zhil

mingZ human

vuanZ 8§

jled 5

weid {if honor

weildlE, tail animate non-human

touz2 g large

pil PT riding

kel ff plant inanimate

dian3Eh dot-shape shape

genlil long one-dimension

zhil ¥ rigid

e Eff segment

zhang 185 flat two-dimension

miand [\

yed B thin

fuzfig

piand K

fengl 3 word

zhengd fig pattern

duc3ft flowershape

band 3§ petalshape

meiZ §7 three-dimension

ud B long

guan3eE hollow

nan3 i tubeshape

dingd £E flat

kuaid $7

ding3JE top

Zuod FE bottom

zunl 2§

wanZ A, small round

kel ¥8 granular

lid i

jianl function

jial

suod B

zongl 58

jiand £

taid &

liang4 & land transport
jiad 28 air

saol 8 water

zhil H utensil

ba3fi

bing 3§F handle

zhani & light bulb

ben3 . read

pianl B complete content

ze2 HI paragraphic

H2EE query

qud B perform

shoud &

zhil 3&

chul g play

dongd 75 shelter

fal 3% number
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Figure 8 uses a tree diagram to express the bottom-up semantic categorization of

sixty-one true classifiers.
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Figure 8: A bottom-up Semantic Categorization of True Classifiers
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In Figure 8, classifiers are identified first, and then higher-level are inferred from

the lower level, namely classifiers. If classifiers have the similar features, they are

categorized in the same category. And this thesis gives the category a name on the

basis of the shared semantic features. If classifiers do not have the similar features,

they will be an isolated category. And this thesis will also give the isolated category a

name on the basis of the semantic feature of classifiers. In Figure 8, the name of

these categories including human, non-human, animate, inanimate, shape, and

function, are adopted from Allan (1977) and Hu (1993). The remaining names of

categories are given according to the inferences that can be made as to the semantic
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features of each classifier or shared semantic features of classifiers.

In shape category, this thesis adopts the opinion of Tai (1992) that longness,

flatness and roundness and one dimensional, two dimensional and three dimensional

are both needed in order to adequately describe the salient cognitive features. Thus,

longness, flatness and roundness and one dimensional, two dimensional and three

dimensional are used to classify these true classifiers. Finally, Figure 8 shows a tree

diagram with the bottom-up form which is quite different from that of a top-down

form. The tree diagram is metaphorical in that is like a fallen down tree with the

highest general level, namely discrete level, as the roots of a tree and with the lowest

specific level, namely classifiers, as the leaves of a tree. This bottom-up semantic

categorization not only solves the defects that observed in Hu (1993) top-down

semantic categorization but also provides an explicit semantic categorization of

Mandrain Chinese classifiers.
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CHAPTER YV
CONCLUDING REMARKS

In this chapter, the summary of the thesis will be presented in Section 5.1. Then

the directions for future study will be pointed out in Section 5.2.

5.1 Summary of the Thesis

The core aim of this thesis is to re-classify Mandarin Chinese classifiers
categorizations by means of four tests based on linguistic theories.

The first part of the analysis rests on re-classifying five Mandarin Chinese
classifier categorizations proposed by representative studies, such as Chao (1968),
Erbaugh (1986), Hu (1993), Huang et. al. (1997) and Gao and Malt (2009). The
Mandarin Chinese classifier categorizations proposed by Chao (1968), by Erbaugh
(1986), by Hu (1993), by Huang et. al. (1997) and by Gao and Malt (2009) are
individually re-classified into three portions, a classifier portion, a Xc and Xm portion
and a measure word portion. Placement in the classifier portion represents that a
word is a classifier. The Xc and Xm portion is offered from morphology to show the

classifications of ambiguous classifiers. XC stands for an ambiguous classifier
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functioning as a classifier and Xm stands for an ambiguous classifier functioning as a

measure word. The measure word portion is used to represent that a word belongs to

a measure word, rather than a classifier. Furthermore, three portions can be further

simplified into two categories, one is classifier category and the other is measure

word category. Both the classifier portion and Xc portion belong to the classifier

category while both the measure word portion and Xm portion belong to the measure

word category. As a result, five groups of classifier portion and five groups of

measure word portion are given through re-classifying five Mandarin Chinese

classifier categorizations. Because the focus of this thesis is Mandarin Chinese

classifiers, the following investigations are made using the five groups of classifier

portion.

In the second part, the major task is to offer a group of true classifiers which are

definite classifiers in Mandarin Chinese. In five groups of classifier portion provided

in the first part, the intersection method in mathematics was used to find twenty-two

core classifiers and the union method in mathematics was used to find ninety

non-core classifiers. Twenty-two core classifiers are definitely true classifiers while it

is possible, but not definite that the ninety non-corel classifiers may be true

classifiers. In order to know the possibility for the non-core classifiers to become

definitely true classifiers, a questionnaire experiment on identifying classifiers was

carried out. Due to the stipulation that only test items with a 100% identification as a
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classifier are true classifiers in this experiment, there were totally thirty-nine test
items that are definitely true classifiers. Finally, both the twenty-two core classifiers
and thirty-nine non-core classifiers are grouped together as sixty-one true classifiers
in Mandarin Chinese.

In the third part, sixty-one true classifiers are further classified according to their
semantic meanings from the Mandarin Daily Dictionary of Chinese Classifiers
(Huang et. al. 1997) in the bottom-up form because there are some defects in the
traditional top-down semantic categorization. In the bottom-up semantic
categorization of Mandarin Chinese classifiers, each classifier is given a brief
description of its semantic meanings. Also each classifier starts from the lowest
specific level to the highest general level to form a tree diagram. This bottom-up
semantic categorization not only solves the defects in top-down semantic
categorization but also provides an explicit semantic categorization of Mandarin
Chinese classifiers.

To sum up, this thesis offers sixty-one strongly-confirmed true classifiers in
Mandarin Chinese by means of four consentient linguistic norms, two mathematical
methods and a questionnaire experiment. A bottom-up semantic categorization
consisting of these sixty-one true classifiers offering an explicit semantic
categorization was then derived.

5.2 Issues for Future Study
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Noting the discrepancies in the different inventories of Mandarin Chinese

classifiers, this thesis offers a group of sixty-one true classifiers as definite classifiers

in Mandarin Chinese. However, several issues remain unexplored. First of all, use

statistics to analyze the result of the questionnaire experiment. The differences and

the relations of the percentage of the three options in the questionnaire experiment

can precisely explained through using statistics.

Second, there is the question as to whether these sixty-one true classifiers are also

definite classifiers in other dialects such Taiwan Southern Min or Hakka. If these

sixty-one true classifiers can also be identified as true classifiers in other dialects,

these sixty-one true classifiers may be cross-linguistically approved as definitely true

classifiers. If these sixty-one true classifiers do not all occur in other dialects, the

classifier systems of different dialects are inferred to have cross-linguistical

differences. Noticing, the language backgrounds of subjects have to be the same

because the different language backgrounds may have an impact on the results.

Finally, there is an implication for these sixty-one true classifiers in the teaching

Chinese as second language. As these sixty-one classifiers are definitely true

classifiers, a list of these sixty-one classifiers will provide a norm for teachers when

teaching classifiers and measure words and also help students to understand

classifiers more easily.
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APPENDIX A

Pre-test of Questionnaire Experiment
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der O H LR
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5] 4o R B ARWMATTE A o A WA 5 ‘aknife’

¥ @1 4 5 ‘a handful of knives’

No. Test Items Examples Options No. | Test Items Examples Options

1 ding3 TH —JH&ElE | CM O 14 | zhangl 5§ —IRR C M O
2 genl —fRgEEZ | C M O 15 | zhil §% —fgE | C M O
3 ge {i —fEA CM O 16 | kuai4 Bf —BER C M O
4 jiad Z8 —ZRi | C MO 17 | pian4 H —hRBE |C M O
5 jland {4 —fFExK | CM O 18 | chuan4 —EHfHZx | C M O
6 kel —Hf | C MO 19| duil # i C M O
7 1i4 fir —H&E | C M O 20 | hang2 {7 —fIHiE | C M O
8 liang4 &fi — CM O 21 lie4 %I — 5L C M O
9 pil UC —UCHE CM O 22 qun2 Ef —EEAA C M O
10 shou3 & — T S CM O 23 shuangl % | —#&8§E C M O
11 saol f& — R CM O 24 shu4 58 — AL C M O
12 tou2 GH —JEARZE | C M O 25 | taod B —EHH |C M O
13 zhil & — & CM O 26 zu3 4H —fHAE C M O
ARRAHL AR R R RERT RERN FRA B R AL R o
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Formal Test of Questionnaire Experiment

APPENDIX B

No. | Test Items Examples Options No. | Test Items Examples Options

1 banl Ff — Bk C M O |46 mu4 & —EER C M O
2 | ban4 ¥ — W C M O |47 |pan2# — AR c M O
3 | bi3&E —ZEA C M O |4 | pianl & —ErE C M O
4 | bing3 1 — A C M O |49 |qi2lk —IERSH C M O
5 | bud & — C M O |50 |qi3#E —HES cC M O
6 | ced i —f=E C M O |51 qu3 ff —HfRfTEI | C M O
7 | chang3 5 —E%E | C M O |52 | qued B — R EE C M O
8 | chul iy —HEEEEl | C M O |53 rend {f: —f{F4E& C M O
9 | chud & —EfEn C M O |54 |shand 5 — A" cC M O
10 | chuang2 [R | —RAR#H: C M O |55 shengl & — gy C M O
11 | chuang2 & | —l#fH5 C M O |5 |[suol#s — M T8 C M O
12 | dang3 % —REpLEE C M O |57 |suo3Ff —FTRE C M O
13 | daod 38 — B C M O |58 |[tai2& —BEHR C M O
14 | dian3 %f —EEEEME | C M O |59 | tang4 i — ik E C M O
15 | ding4 £E —HETLE C M O |60 |ti25HE —REEERERE | C M O
16 | dong4 Fi§ — A C M O |e6l ting3 £ —Niita cC M O
17 | dong4 ) —[ENE C M O |62 tongl & —iHEEEE cC M O
18 | du3 i — C M O |63 wanl & —&HH A c M O
19 | duo3 4% — I C M O |64 wanl & —ERK C M O
20 | fal & — T C M O |65 wan2 | —REEN, C M O
22 | fangl J5 —J5H1== C M O |66 wei3 & —REA C M O
21 | fend 4% —oyHis C M O |67 |xi2fF —fEEE C M O
23 | fend {5y —{s C M O |68 |xi288 — L) C M O
24 | fengl #f —EHE C M O |6 | xiand &3 —4REIE C M O
25 | fu2 g —liEE C M O |70 |xingl & — C M O
26 | gan3 f§ —Etg C M O |71 yan3 i} —HRF C M O
27 | guan3 & —ERE C M O |72 |yied B — B C M O
28 | jid 7l —E O | C M O | 73 yuan2 § —B R C M O
29 | jid = —EAEANZE | C M O |74 |ze2H] —HII%E C M O
30 | jianl fi —[HEE C M O |75 zhan3 2 —=E C M O
31 | jial 3¢ —FNE C M O |76 | zhan4 ik —UhPEE C M O
32 | jied —NrEL C M O |77 |zhaol 4 —fHER C M O
33 | jied € —EEE R C M O |78 | zheng4IH —EEEIR [ C M O
34 | jingl ¥ —¥HE C M O |79 zhil 3¢ —% C M O
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35 | jud 4aJ —a] 158 C M O |80 zhil H — R C M O
36 | jud EL — A e C M O |81 |zhil¥ — SR cC M O
37 | juan3 % —&H#ER | C M O |82 | zhi3 4K —HUEEE | C MO
38 | kou3 [ —[OH C M O |83 zhou?2 i — e C M O
39 | long3 BE —HEH C M O |8 |zhul —PRIEAE C M O
40 | 103 4 —4a C M O |85 zhud —FE AT C M O
41 | lun2 —iimA A C M O |86 zhud 3 —EEHF C M O
42 | mei2 ¥¢ — R C M O |8 | zhuangl #§ | —t&ESN C M O
43 | men2 P —FI KA C M O |8 |zongl%E —RESN C M O
44 | mian4 & —HEF C M O |89 zunl B — B {#{5: cC M O
45 | ming2 % —HER g C M O |9 zuo4 & —PELLl C M O
SRR AL R RRA RERRF R R SR oy
BERE e AR L 1)
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APPENDIX C

A Semantic Categorization of Mandarin Chinese Classifier (Hu

1993)
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